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ABSTRACT 

Forecasting is valuable to countries because it enables them to make informed business decisions and 

develop data-driven strategies. Fruit production offers promising economic opportunities to reduce rural 

poverty and unemployment in developing countries and is a crucial component of farm diversification strat-

egies. After vegetables, fruits are the most affordable source of essential vitamins and minerals for human 

health. India’s fruit production strategies should be developed based on accurate predictions and the best 

forecasting models. This study focused on the forecasting behavior of production of apples, bananas, grapes, 

mangoes, guavas, and pineapples in India using data from 1961 to 2015 (modelling set) and 2016–2020 

(predicting set). Two unit root tests were used, the Ng–Perron (2001) test, and the Dickey–Fuller test with 

bootstrapping critical values depending on the Park (2003) technique. The results show that all variables 

are stationary at first differences. Autoregressive integrated moving average (ARIMA) and exponential 

smoothing (ETS) models were used and compared based on goodness of fit. The results indicated that the 

ETS model was the best in all the cases, as the predictions using ETS had the smallest errors and deviations 

between forecasting and actual values. This result was confirmed using three tests: Diebold–Mariano, 

Giacomini–White, and Clark–West. According to the best models, forecasts for production during 2021–

2027 were obtained. In terms of production, an increase is expected for apples, bananas, grapes, mangoes, 

mangosteens, guavas, and pineapples in India during this period. The current outcomes of the forecasts 

could enable policymakers to create an enabling environment for farmers, exporters, and other stakeholders, 

leading to stable markets and enhanced economic growth. Policymakers can use the insights from forecast-

ing to design strategies that ensure a diverse and nutritious fruit supply for the population. This can include 

initiatives like promoting small-scale farming, improving postharvest storage and processing facilities, and 

establishing effective distribution networks to reach vulnerable communities. 
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INTRODUCTION 

 

Fruits play a significant role in human lives by 

providing vitamins, minerals, and dietary fibers neces-

sary for growth and development (Kader 2001). To 

improve humans’ health, consuming fruits and vege-

tables is necessary to meet food insecurity (Gibson et 

al. 1998). Tribal peoples hold bag the topmost position 

among the undernourished sections of society, as there 

is always uncertainty regarding their food supply (Dey 

& Bisai 2019). Nandal and Bhardwaj (2014) reported 

that exploitation of horticultural crops that have not yet 

been utilized could become a way out of this popu-

lation’s deteriorating health and nutritional insecurity. 
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Due to the varied climatic conditions and soil types, 

India holds a prominent position in world horticul-

ture (Ravindran et al. 2007). According to FAO sta-

tistics (2021), India currently accounts for around 

12 percent of total fruit production worldwide. Also, 

the fruit yield in India (14.66 tons per ha) is slightly 

greater than that of the world (13.67 tons per ha). 

Major fruit crops cultivated in India include mango, 

banana, papaya, apple, grape, pineapple, and guava 

(Bairwa et al. 2012). Currently, India accounts for 

around 3.16, 26.28, 4.00, 45.13, and 6.46 percent of 

the entire world’s production of apples, bananas, 

grapes and, cumulatively, mangoes, mangosteens, 

guava, and pineapples. 

The role of fruit in bringing nutritional and 

economic security to the country’s people is well-

established (Chadha 2002). As a result, the nation 

must increase fruit output through wise legislation. 

Additionally, it is crucial to develop ways for en-

hancing output and productivity. Such production 

strategies and policies require accurate predictions 

regarding fruit production. Henceforth, in this study, 

the production of apples, bananas, grapes, mangoes, 

mangosteens, guavas, and pineapples in India are 

predicted using data from 1961–2015 (training data 

set) and 2016–2020 (testing data set). Many similar 

studies have been done in the past. 

Ray et al. (2016a) estimated the autoregressive 

integrated moving average (ARIMA) and general-

ized autoregressive conditional heteroscedasticity 

(GARCH) model of fruit cultivated area and pro-

duction in India. They found that the ARIMA model 

was superior to the GARCH model for area and pro-

duction data series. Ahmad et al. (2005) employed 

the autoregressive integrated moving average 

(ARIMA) model to forecast the production of 

kinnow mandarins in Pakistan. Hamjah (2014) used 

the Box–Jenkins ARIMA model and forecasted 

mango, banana, and guava production in Bangla-

desh and found ARIMA (2,1,3), ARIMA (3,1,2), 

and ARIMA (1,1,2), respectively, to be the best 

models. Sharma et al. (2014) forecasted the produc-

tion of apples in Himachal Pradesh using the 

ARIMA model, and found that ARIMA (0,1,1) was 

the most suitable one. Rathod and Mishra (2017) 

forecasted mango production in Karnataka and con-

cluded that the weather-based stepwise regression 

model performed better than the ARIMA model for 

forecasting. Banana harvest area and production in 

Turkey were forecasted by using several ARIMA 

and exponential smoothing models. The Brown ex-

ponential smoothing model was the most suitable 

(Eyduran et al. 2020). Rueangrit et al. (2020) used 

the Box–Jenkins approach to forecast durian fruit 

production in Thailand. They used seasonal auto-

regressive integrated moving average (SARIMA) 

for forecasting and found that the SARIMA 

(2,1,1)(0,1,1)12 model was the best suited. 

ARIMA and ETS models have been used and 

compared in this study to predict the production of 

the specified fruits, viz., apples, bananas, grapes, 

mangoes, mangosteens, guavas, and pineapples, for 

2021–2027. 

 

MATERIALS AND METHODS 

 

The research mainly focused on estimating the 

data series nature and developing the time series 

model of the fruit crop (apple, banana, grape, pine-

apple, and mango). Basic statistics were incorpo-

rated for data series visualization, and the ARIMA 

and ETS models were used for developing the time 

series model. All the secondary data series were col-

lected from the period of 1961 to 2020 from 

www.fao.org. 

Descriptive Statistics 

Descriptive statistics are generally associated with 

the central tendency and dispersion measure used to 

summarize the data. Mean, standard deviation (SD), 

standard error (SE), coefficient of variation (CV%), 

skewness, kurtosis, and cumulative growth rate 

(CGR%) were considered in our study. 

Time series analysis 

A time series analysis is a process of analyzing a set 

of data that was compiled over time. The research 

contributes to constructing a statistical model that 

predicts the behavior of data series. Our work was 

driven to build a time series model, namely, an 

ARIMA model, and Holt’s nonlinear ETS model, to 

forecast fruit production (apple, banana, grape, 

pineapple, and mango) in India. 

Autoregressive integrated moving average model 

The Box–Jenkins method consists of four steps: iden-

tification, estimate, diagnostic testing, and forecasting. 
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Before implementing the Box–Jenkins model, it is 

crucial to assess the stationarity of the time series and 

the significant seasonality that must be modeled (Ray 

& Bhattacharyya 2020a; Ray et al. 2021; Raghav et 

al. 2022). To check the stationarity of time series var-

iables, the autocorrelation function (ACF) and partial 

autocorrelation function (PACF) are used (Ray & 

Bhattacharyya 2020b), as well as some popular sta-

tistical tests such as augmented Dickey–Fuller 

(1979), Phillips–Perron (1988), and Kwiatkowski–

Phillips–Schmidt–Shin (1992). The ACF and PACF 

functions estimate the model order in the identifica-

tion step and build ARIMA (p, d, q); where order p is 

denoted as the autoregressive model, d is integrated, 

and q is denoted as the moving average model. The 

ARIMA (p, d, q) model is denoted as ∅(𝛽)(1 −
𝛽)𝑑𝑍𝑡 = 𝜃(𝛽)𝜀𝑡 ; where ∅(𝛽) = 1 − ∅1𝛽 −
∅2𝛽2 − ∅3𝛽3 − ⋯ … − ∅𝑝𝛽𝑝 (AR model with or-

der p); 𝜃(𝛽) = 1 − 𝜃1𝛽 − 𝜃2𝛽2 − 𝜃3𝛽3 − ⋯ … −

𝜃𝑞𝛽𝑞 (MA model with order q); 𝑍𝑡 =  
(1−𝛽)𝑑𝜀𝑡

∇𝑑  

(ARIMA model; 𝛽 is the backshift operator); and 

𝜀𝑡 ∼ 𝑊𝑁(0, 𝜎2) (error term follows a normal dis-

tribution with zero mean and constant variance). 

After determining the model order, the param-

eter estimation process is calculated using maximum 

likelihood approaches. The optimal model is cho-

sen using model selection criteria such as Akaike 

(1974) information criteria, root mean square error 

(RMSE), and mean absolute error (MSE) (Mishra et 

al. 2022). Finally, the in-sample and out-of-sample 

forecasts are used to assess the validity and predic-

tion of the chosen model in the last stage (Ray et 

al. 2016b). Because most real-time series have 

a growing and decreasing tendency, they are clas-

sified as nonstationary. The first-order differencing 

approach was applied to make the data series stationary. 

The normality of residuals is checked using the 

Jarque–Bera test (Ray et al. 2016b), the independ-

ence of residuals is checked using the Box–Ljung 

test, and the constant variance of residuals is checked 

using the ARCH LM test. Root mean squared error 

was used to assess the accuracy of the anticipated 

values (RMSE). The same procedure was carried out 

to predict the rainfall in Western Himalayan regions 

using monthly, seasonal, and annual data series. 

Holt’s nonlinear models 

Since most time series contain volatility and do not 

follow a linear trend, it may be beneficial to incor-

porate components that consider these characteris-

tics in the estimated model. The nonlinear models of 

Holt cover systemic development that combines ex-

ponential smoothing (ETS) models to form a non-

linear dynamic model. Analysis of these models us-

ing state-space-based probability calculations sup-

ports model selection and prevision standard error 

calculation (Hyndman et al. 2002). 

The model uses three primary time series com-

ponents: trend (T), seasonal (S), and error (E). It re-

flects the long-term trend of time series movement, 

which is the unpredictable part of the time series. The 

annual data series was used in this study. The compo-

nents we need are combined in our model in various 

additive and multiplicative combinations to produce 

𝑦𝑡. We have an additive model 𝑦𝑡 = T+E or a multi-

plicative model such as 𝑦𝑡 = T×E; where the indi-

vidual components of the model are given as follows: 

E [A, M]; T [N, A, M, AD, MD]; S [N, A, M]; where 

N – none, A – additive, M – multiplicative, AD – ad-

ditive dampened, and MD – multiplicative dampened 

(damping uses an additional parameter to reduce the 

impacts of the trend over time). Accordingly, the 

models that we are interested in estimating can be 

found (after selecting S [N]) in Table A. 
 
Table A. State space equations for each of the models in the Holt’s nonlinear 
 

Trend Additive Error Models Trend Multiplicative Error Models 

N 
𝑦𝑡 = 𝑙𝑡−1 + 𝜀𝑡 

𝑙𝑡 = 𝑙𝑡−1 + 𝛼𝜀𝑡 
N 

𝑦𝑡 = 𝑙𝑡−1(1 + 𝜀𝑡) 

𝑙𝑡 = 𝑙𝑡−1(1 + 𝛼𝜀𝑡) 

A 

𝑦𝑡 = 𝑙𝑡−1 + 𝑏𝑡−1 + 𝜀𝑡 

𝑙𝑡 = 𝑙𝑡−1 + 𝑏𝑡−1 + 𝛼𝜀𝑡 

𝑏𝑡 = 𝑏𝑡−1 + 𝛽𝜀𝑡 

M 

𝑦𝑡 = (𝑙𝑡−1 + 𝑏𝑡−1)(1 + 𝜀𝑡) 

𝑙𝑡 = (𝑙𝑡−1 + 𝑏𝑡−1)(1 + 𝛼𝜀𝑡) 

𝑏𝑡 = 𝑏𝑡−1 + 𝛽(𝑙𝑡−1 + 𝑏𝑡−1)𝜀𝑡 

AD 

𝑦𝑡 = 𝑙𝑡−1 + 𝜙𝑏𝑡−𝑞 + 𝛽𝜀𝑡 

𝑙𝑡 = 𝑙𝑡−1 + 𝜙𝑏𝑡−1 + 𝛼𝜀𝑡 

𝑏𝑡 = 𝜙𝑏𝑡−1 + 𝛽𝜀𝑡 

MD 

𝑦𝑡 = (𝑙𝑡−1 + 𝜙𝑏𝑡−1)(1 + 𝜀𝑡) 

𝑙𝑡 = (𝑙𝑡−1 + 𝜙𝑏𝑡−1)(1 + 𝛼𝜀𝑡) 

𝑏𝑡 = 𝜙𝑏𝑡−1 + 𝛽(𝑙𝑡−1 + 𝜙𝑏𝑡−1)𝜀𝑡 
 
𝛼 – smoothing factor for the level, 𝛽 – smoothing factor for the trend, 𝜙 – damping coefficient; 𝑙 – initial level components, 

𝑏 – initial growth components, estimated as part of the optimization problem 
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Model Selection Criteria 

The best model was selected based on the following 

goodness of fit criteria: 

MAE =
∑ |𝑦𝑡̂−𝑦𝑡|𝑛

𝑡=1

𝑛
; RMSE = √

∑ (𝑦𝑡̂−𝑦𝑡)2𝑛
𝑡=1

𝑛
; 

MAPE =
1

𝑛
∑ |

𝑦𝑡̂−𝑦𝑡

𝑦𝑡
|𝑛

𝑡=1 × 100; 

Theil =
√

∑ (𝑦𝑡̂−𝑦𝑡)2𝑛
𝑡=1

𝑛

√∑
𝑦̂𝑡

2

𝑛⁄𝑛
𝑡=1 +√∑

𝑦𝑡
2

𝑛⁄𝑛
𝑡=1

; BP =
(𝑦̅̂−𝑦̅)2

∑
(𝑦𝑡̂−𝑦𝑡)2

𝑛
𝑛
𝑡=1

; 

VP =
(𝑠𝑦̂−𝑠𝑦)

2

∑
(𝑦𝑡̂−𝑦𝑡)2

𝑛
𝑛
𝑡=1

; CVP =
2(1−𝑟)𝑠𝑦̂𝑠𝑦

∑
(𝑦𝑡̂−𝑦𝑡)2

𝑛
𝑛
𝑡=1

; 

where MAE is the mean absolute error index; 

RMSE is the root mean square error index; MAPE 

is the mean absolute percentage error; Theil is the 

Theil index; BP is the bias proportion; VP is the var-

iance proportion, and CVP is the co-variance pro-

portion. Notably, the BP index determines how far 

the mean of forecast values is from the mean of the 

actual values, the VP index measures the proportion 

of variation in forecast values from the variation in 

actual values, and the CVP measures the remaining 

unsystematic errors. 

Moreover, 𝑦̂𝑡  and 𝑦𝑡  are the prediction and 

actual series, respectively; 𝑦̅̂ and 𝑦̅ are the mean of 

forecast and actual series respectively; 𝑠𝑦̂  and 𝑠𝑦 

are the standard deviations of forecast and actual se-

ries, respectively. 

To support the decision concerning validity of 

forecasting, Diebold–Mariano, Giacomini–White, 

and Clark–West tests were used to compare ARIMA 

and Holt’s nonlinear ETS model using Eviews 12 

and 13, and Stata 17 software. 

 

RESULTS AND DISCUSSION 

 

Basic statistics 

The first step in this analysis is to look at the behav-

ior of the data series through descriptive statistics 

(Table 1) from 1961 to 2020, which show that ba-

nanas and mangoes were the most abundant fruits 

in India during the study period. From Table 1, one 

can see that the production of apples has a range 

from 90 to 2891 thousand tons, with an average 

1153.465 thousand tons. Banana production has in-

creased from 2257 to 31504 thousand tons from the 

study period, registering the average as 12282.65 

thousand tons. Grape production has ranged from 

70 to 3125 thousand tons with an average of 

889.9539 thousand tons. The mango production has 

registered from 6988 to 25631 thousand tons with 

an average and standard deviation 11091.62 and 

4863.780. The pineapple production has increased 

from 76 to 1984 thousand tons with an average of 

904.2272 thousand tons. Furthermore, according to 

the table, the grape variation series has the most sig-

nificant change (104.37%), followed by bananas 

(82.68%). Besides, the Skewness index value is 

positive in all cases, showing a steady increase in 

production over the research period. Furthermore, 

except for mangoes, the Kurtosis index found a plat-

ykurtic distribution with index values near 3, indi-

cating that our data has no outliers. The Jarque–Bera 

test was used to check the normality behavior of the 

series: banana, grape, and mango series do not fol-

low a normal distribution, as the p-value is less than 

0.05. On the other hand, visualized actual data (Figs. 

1, 2) shows all the series had a linear trend with little 

volatility, which means that all the series are not sta-

tionary at their level series; for this reason, the next 

step in this study is to examine the stationarity be-

havior of the series using different tests. 

Unit root tests 

Before creating the model, the stationarity of the 

data must be assessed after examining the nature of 

the data series. To test the stationarity behavior in 

our series, we use two different tests to avoid any 

spurious results; the first test is the Ng–Perron test 

(Ng & Perron 2001), which gives us four different 

tests, and the second test is the Dickey–Fuller test 

with bootstrapping critical values depending on the 

Park (2003) procedure (Table 2). Accordingly, the 

results show strongly that all our variables are not 

stationary at their levels, as the calculated statistic 

was less than the critical value, so we cannot reject 

the null hypothesis (H0: Data series is not stationary). 

Still, they are stationary at their first differences, as 

the calculated statistic was greater than critical 

value, so the null hypothesis was rejected. It also 

confirmed that the ARIMA integrated will model 

one or more. This result means that we should use 

ARIMA models in our forecasting. After the station-

arity test, based on the objective, we tried to build 

ARIMA and ETS models for forecasting. 
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Model selection 

After determining the stationarity of the data series, 

we tried to build a statistical model. The results in-

spired by Table 3 revealed clearly that ETS (Holt’s 

nonlinear) models are the best in all the cases accord-

ing to all the statistics (AIC, RMSE, MAE, MAPE, 

Theil, BP, VP and CVP) where we have the smallest 

values; this result means that the predictions using 

the ETS model will provide the minimum errors 

and deviations between forecasting and actual val-

ues (Mishra et al. 2022). However, we will forecast 

using the two methods for more accurate results. 

Forecasting using ARIMA models 

After building the model, we tried to estimate the 

forecasting nature obtained from the best model of 

the data series. Data in Figure 1 clearly show signifi-

cant deviations between forecast and actual values 

using confidence intervals and graphs, except for the 

PIN series (ARIMA model). These results revealed 

that the ARIMA forecasting is inappropriate for our 

series and that it is necessary to depend on ETS fore-

casting. The prediction obtained from the ARIMA 

model is that apple, banana, grape, pineapple, and 

mango production may reach up to 2790.8844, 

35096.4473, 3465.5880, 1997.4287, and 44378.1405 

thousand tons, respectively, in 2027. 

Forecasting using ETS 

The data in Table 4 below shows the parameters of 

the ETS technique. Hence, the smoothing factor α 

indicated a random walk in the PIN and MAN series 

since the α index is close to 1, in contrast to APP, 

BAN, and GRA series. Furthermore, it is clear from 

the β index that the values are equal to zero in most 

cases, meaning there are no trend changes. 

Moreover, the damping index ϕ is held in APP, 

BAN, and GRA series with values close to one, de-

creasing the effect of the trend over time. The fore-

casting obtained from the ETS model indicated that 

apple, banana, grape, pineapple, and mango produc-

tion may reach up to 4741.6803, 45968.0357, 

5574.1481, 2044.5578, and 33998.0305 thousand 

tons in 2027 (Fig. 2). 

The last step in this study is to provide a fore-

cast evaluation using three different tests: Diebold–

Mariano (2002), Giacomini–White (2006), and 

Clark–West (2007), to examine the forecasting ac-

curacy between the two techniques in our study. Are 

they the same or not? As mentioned before, the ETS 

results are the best in our study. This result is con-

firmed using the three tests in Table 5, where we re-

ject the null hypothesis of similarity between the 

two forecasts, especially the Clark–West test. 

 

 

 

Figure 1. Forecast and actual values of the five fruits using 

ARIMA forecasting 



30.......................................................................................................................................................................................S. Ray et al. 
____________________________________________________________________________________________________________________ 

 

Figure 2. Forecast and actual values of the five fruits using ETS 

forecasting 

CONCLUSIONS 

 

The strategy of fruit production in India is sup-

posed to be developed based on accurate predictions 

and the best forecasting models. This study focused 

on the forecasting behavior of production for apples, 

bananas, grapes, mangoes, mangosteens, guavas, 

and pineapples in India using data from 1961–2015 

(training data set) and 2016–2020 (testing data set). 

Two unit root tests were used, the Ng–Perron (2001) 

test and the Dickey–Fuller test with bootstrapping 

critical values depending on the Park (2003) proce-

dure. The results show that all variables are station-

ary at first differences. ARIMA and ETS models 

were used and compared based on goodness of fit 

(RMSE, MAE, MAPE, Theil, BP, and VP); the re-

sults indicated that the ETS model was the best in 

all the cases, as the predictions using ETS had the 

smallest errors and deviations between forecasting 

and actual values. This result was confirmed using 

three tests (Diebold–Mariano, Giacomini–White, 

and Clark–West). The ETS model can consider dif-

ferent trend and seasonal component combinations 

besides capturing the data series’ complex nonlinear 

nature. Also, the stationarity process is not required, 

and it is often easier to deal with missing data. The 

ETS model outperforms other models such as 

ARIMA in terms of small sample size, nonnormal 

data distribution, nonstationarity, trend, and season-

ality. According to the best models, forecasts for 

production during 2021–2027 were obtained. In 

terms of production, an increase is expected for ap-

ples, bananas, grapes, mangoes, mangosteens, gua-

vas, and pineapples in India during this period. 

These current projection results may enable policy-

makers in India to establish more active nutrition se-

curity and sustainability programs, as well as im-

proved fruit production regulations, in the coming 

years. Overall, fruit production forecasting empow-

ers policymakers with crucial information for sus-

tainable agriculture planning, resource allocation, 

market regulation, and food security strategies. By 

leveraging this data effectively, policymakers can 

make informed decisions to enhance fruit produc-

tion, improve food security, and promote sustaina-

bility in the agricultural sector. 
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Table 1. Descriptive statistics of the empirical data set 
 

Statistic APPLE BANANA GRAPE MANGO PINEAPPLE 

Mean 1153.465 12282.65 889.9539 11091.62 904.2272 

Median 1120.822 7503.050 414.3915 9559.610 837.1935 

Maximum 2891.000 31504.00 3125.000 25631.00 1984.000 

Minimum 90.00000 2257.000 70.00000 6988.000 76.00000 

Std. Dev. 751.9735 10155.63 928.9188 4863.780 515.1081 

CV (%) 65.1925 82.6827 104.3783 43.8509 56.9666 

Skewness 0.428803 0.763810 1.081578 1.592267 0.344042 

Kurtosis 2.330973 2.019532 2.922950 4.824546 2.073819 

Jarque–Bera (Statistic) 2.957718 8.237345 11.71295 33.67557 3.328177 

Probability (Jarque–Bera test) 0.227898 0.016266 0.002861 0.000000 0.189363 

 

Table 2. Unit root test results 
 

Fruit 
Ng–Perron test Park test 

MZa MZt MSB MPT Statistic Critical % value 

APPLE -4.655 -1.399 0.287 18.353 0.473 -2.250 

D (APPLE)* -44.491 -4.683 0.105 2.220 -10.140 -3.058 

BANANA -1.800 -0.841 0.467 42.823 0.751 -2.302 

D (BANANA)* -28.083 -3.747 0.133 3.246 -5.941 -3.103 

GRAPE -4.829 -1.323 0.274 17.601 2.367 -2.166 

D (GRAPE)* -66.590 -5.769 0.086 1.370 -7.225 -3.032 

PINEAPPLE -16.870 -2.898 0.171 5.438 0.063 -2.072 

D (PINEAPPLE)* -28.758 -3.783 0.131 3.215 -6.279 -2.992 

MANGO -1.232 -0.429 0.348 32.137 3.472 -2.342 

D (MANGO)* -28.891 -3.730 0.129 3.559 -7.334 -3.170 

Critical 5% value -17.3 -2.91 0.168 5.48   

*first order of difference 

 
Table 3. Model selection: ARIMA and Holt’s nonlinear ETS model and fit criteria 
 

Fruit MODEL AIC RMSE MAE MAPE Theil BP VP CVP 

ARIMA 

APPLE (2. 1. 0) 13.43 258.97 215.547 35.440 0.088 0.387 0.052 0.560 

BANANA (0. 1. 1) 16.90 6026.99 4972.23 80.192 0.171 0.616 0.070 0.313 

GRAPE (0. 1. 2) 13.46 813.57 710.26 219.61 0.260 0.760 0.003 0.236 

PINEAPPLE (0. 1. 3) 11.83 113.25 87.964 11.792 0.053 0.075 0.004 0.919 

MANGO (2. 2. 4) 16.59 7706.93 6078.89 47.890 0.240 0.622 0.283 0.093 

Holt’s nonlinear ETS 

APPLE M M A 842.86 240.93 147.58 12.97 0.086 0.014 0.026 0.95 

BANANA M M A 1032.30 1085.85 696.71 5.732 0.033 0.005 0.659 19.53 

GRAPE M M A 774.118 202.411 93.524 12.162 0.078 0.006 0.011 0.69 

PINEAPPLE M A N 763.445 89.846 60.584 7.219 0.043 0.005 0.000 0.138 

MANGO M M N 1038.17 918.334 520.421 4.014 0.038 0.022 0.353 13.84 
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Table 4. Parameters of ETS models 

 

Fruit 
Parameters Initial states 

α β ϕ level trend 

APPLE 0.000 0.000 0.965 172.295 1.055 

BANANA 0.165 0.000 1.000 2133.632 1.049 

GRAPE 0.000 0.000 0.430 62.190 1.070 

PINEAPPLE 0.944 0.000 - 39.588 33.480 

MANGO 0.728 0.055 - 6907.784 0.055 

 

 

Table 5. Results of statistical tests to compare actual and forecast results between ARIMA and ETS models 

 

Fruit 
Diebold–Mariano test Giacomini–White test Clark–West test 

statistic p statistic p statistic p 

APPLE 0.235 0.814 0.116 0.733 3.734 <0.000 

BANANA 4.746 0.000 9.879 0.001 8.209 <0.000 

GRAPE 6.017 <0.000 16.849 <0.000 10.337 <0.000 

PINEAPPLE 2.052 0.046 3.182 0.074 4.163 <0.000 

MANGO 4.142 <0.000 6.835 0.008 6.953 <0.000 

 

Funding 

Not applicable 

Data availability statement 

The datasets used and analyzed in this study are available 

in the public domain. 

Conflicts of interest 

The authors declare no competing interests. 

 

 

REFERENCES 

 

Ahmad B., Ghafoor A., Badar H. 2005. Forecasting and 

growth trends of production and export of kinnow 

from Pakistan. Journal of Agriculture and Social 

Sciences 1(1): 20–24. 

Akaike H. 1974. A new look at the statistical model iden-

tification. IEEE Transactions on Automatic Control 

19(6): 716–723. DOI: 10.1109/tac.1974.1100705. 

Bairwa K.C., Sharma R., Kumar T. 2012. Economics of 

growth and instability: Fruit crops of India. Raja-

sthan Journal of Extension Education 20: 128–132. 

Chadha K.L. 2002. Diversification to horticulture for 

food, nutrition and economic security. Indian Jour-

nal of Horticulture 59(3): 209–229. 

Clark T.E., West K.D. 2007. Approximately normal tests 

for equal predictive accuracy in nested models. 

Journal of Econometrics 138(1): 291–311. DOI: 

10.1016/j.jekonom.2006.05.023. 

Dey U., Bisai S. 2019. The prevalence of under-nutrition 

among the tribal children in India: a systematic re-

view. Anthropological Review 82(2): 203–217. 

DOI: 10.2478/anre-2019-0014. 

Dickey D., Fuller W.A. 1979. Distribution of the estima-

tors for time series regressions with a unit root. 

Journal of the American Statistical Association 74: 

427–431. DOI: 10.2307/2286348. 



Prediction of fruit production in India..........................................................................................................................33 
____________________________________________________________________________________________________________________ 

 

Diebold F.X., Mariano R.S. 2002. Comparing predictive ac-

curacy. Journal of Business and Economic Statistics 

20: 134–144. DOI: 10.1198/073500102753410444. 

Eyduran S.P., Akin M., Eyduran E., Celik S., Erturk Y.E., 

Ercisli S. 2020. Forecasting banana harvest area 

and production in Turkey using time series analysis. 

Erwerbs-Obstbau 62: 281–291. DOI: 

10.1007/s10341-020-00490-1. 

Giacomini R., White H. 2006. Tests of conditional pre-

dictive ability. Econometrica 74(6): 1545–1578. 

DOI: 10.1111/j.1468-0262.2006.00718.x.  

Gibson E.L., Wardle J., Watts C.J. 1998. Fruit and vege-

table consumption, nutritional knowledge and be-

liefs in mothers and children. Appetite 31(2): 205–

228. DOI: 10.1006/appe.1998.0180. 

Hamjah M.A. 2014. Forecasting major fruit crops pro-

ductions in Bangladesh using Box–Jenkins ARIMA 

model. Journal of Economics and Sustainable De-

velopment 5(7): 96–107. https://core.ac.uk/down-

load/pdf/234646336.pdf 

Hyndman R.J., Koehler A.B., Snyder R.D., Simone G. 

2002. A state space framework for automatic fore-

casting using exponential smoothing methods. In-

ternational Journal of Forecasting 18, 439–454. 

DOI: 10.1016/s0169-2070(01)00110-8. 

Kader A. 2001. Importance of fruits, nuts and vegetables 

in human nutrition and health. Perishables Han-

dling Quarterly 106: 4–6. 

Kwiatkowski D., Phillips P.C., Schmidt P., Shin Y. 1992. 

Testing the null hypothesis of stationarity against the 

alternative of a unit root? Journal of Econometrics 

54: 159–178. DOI: 10.1016/0304-4076(92)90104-y. 

Mishra P., Alakkari K.M., Lama A., Ray S., Singh M., 

Shoko C. et al. 2022. Modeling and forecasting of 

sugarcane production in South Asian countries. 

Current Applied Science and Technology 23(1); 

15 p. DOI: 10.55003/cast.2022.01.23.002. 

Nandal U., Bhardwaj R.L. 2014. The role of underuti-

lized fruits in nutritional and economic security of 

tribals: A review. Critical Reviews in Food Science 

and Nutrition 54(7): 880–890. DOI: 

10.1080/10408398.2011.616638. 

Ng S., Perron P. 2001. Lag length selection and the con-

struction of unit root tests with good size and 

power. Econometrica 69: 1519–1554. DOI: 

10.1111/1468-0262.00256. 

Park J.Y. 2003. Bootstrap unit root tests. Econometrica 

71: 1845–1895. DOI: 10.1111/1468-0262.00471. 

Philips P.C.B., Perron P. 1988. Testing for a unit root in 

a time series regression. Biometrika 75(2): 335–

346. DOI: 10.1093/biomet/75.2.335. 

Raghav Y.S., Mishra P., Alakkari K.M., Singh M., Al 

Khatib A.M.G., Balloo R. 2022. Modelling and fore-

casting of pulses production in South Asian countries 

and its role in nutritional security. Legume Research 

45(4): 454–461. DOI: 10.18805/lrf-645. 

Rathod S., Mishra G.C. 2017. Weather based modeling 

for forecasting area and production of mango in 

Karnataka. International Journal of Agriculture, 

Environment and Biotechnology 10(1): 149–162. 

DOI: 10.5958/2230-732x.2017.00015.8. 

Ravindran C., Kohli A., Murthy B.N.S. 2007. Fruit produc-

tion in India. Chronica Horticulturae 47(2): 21–25. 

Ray S., Bhattacharyya B., Dasyam R. 2016a. An empiri-

cal investigation of ARIMA and GARCH models in 

forecasting for horticultural fruits in India. Green 

farming 7(1): 233–236. 

Ray S., Bhattacharyya B., Pal S. 2016b. Statistical modeling 

and forecasting of food grain in effects on public dis-

tribution system: An application of ARIMA model. 

Indian Journal of Economics and Development 12(4): 

739–744. DOI: 10.5958/2322-0430.2016.00190.2. 

Ray S., Bhattacharyya B. 2020a. Statistical modelling 

and forecasting of ARIMA and ARIMAX models 

for food grains production and net availability of 

India. Journal of Experimental Biology and Agri-

cultural Sciences. 8(3): 296–309. DOI: 

10.18006/2020.8(3).296.309. 

Ray S., Bhattacharyya B. 2020b. Time series modeling 

and forecasting on pulses production behavior of 

India. Indian Journal of Ecology 47(4): 1140–1149. 

Ray S., Das S.S., Mishra P., Al Khatib A.M.G. 2021. 

Time series SARIMA modelling and forecasting 



34.......................................................................................................................................................................................S. Ray et al. 
____________________________________________________________________________________________________________________ 

 

of monthly rainfall and temperature in the South 

Asian countries. Earth Systems and Environment 5: 

531–546. DOI: 10.1007/s41748-021-00205-w. 

Rueangrit P., Jatuporn C., Suvanvihok V., Wanaset A. 2020. 

Forecasting production and export of Thailand’s du-

rian fruit: An empirical study using the Box–Jenkins 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

approach. Humanities and Social Sciences Letters 8(4): 

430–437. DOI: 10.18488/journal73.2020.84.430.437. 

Sharma A., Belwal O.K., Sharma S.K., Sharma S. 2014. 

Forecasting area and production of apple in Hima-

chal Pradesh using ARIMA model. International 

Journal of Farm Sciences 4(4): 212–224. 


