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Abstract
Phenology is primarily seen as an indicator of the impacts of climate change. The 
strongest biological signal of climatic change is revealed by phenological data from 
the period after 1990. Unfortunately, the Polish nationwide network of phenologi-
cal monitoring was terminated in 1992, and was only reactivated in 2005. Here, 
we attempt to reconstruct late spring phenophases of flowering of Syringa vulgaris 
L. and Aesculus hippocastanum L. across several sites in Poland from 1951 to 2014 
using the GIS-based approach (if observations from neighboring stations were 
available) and multiple regression modeling with stepwise screening and bootstrap 
resampling. It was found that the air temperature and its indices explain over 60% 
of the variance, giving an accuracy of 3.0–3.4 days (mean absolute error) and cor-
relation coefficients of 0.83 and 0.78 for lilac and horse chestnut, respectively. Al-
together, both plant species showed a statistically significant advancement in the 
onset of flowering with an average rate of 1.7 days per decade. We also found that 
the final trend is the result of rapid acceleration of the increase in air temperature 
after the 1990s, while most of the trends for late spring were ambiguous before that 
period.
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Introduction

Phenological changes are regarded as an important indicator of climate change. Stud-
ies conducted in Europe show the imprint of global warming in the functioning of 
physical and biological components of ecosystems, changing nature with its char-
acteristic phenological cycles, and hence the great interest in phenological data as 
important proxies in contemporary climate research. The majority of studies have 
demonstrated an advance of phenological events as a response to global warming 
[1–7]. However, only about 40% of the reported trends have proven to be statistically 
significant [7].

In many countries, high quality phenological data from plants have been suc-
cessfully used in the reconstruction of long-term temperature time series, which 
are essential for assessing regional climate change in the past centuries [8–12]. This 
kind of research is of great significance when long-time phenological observations 
are available (especially for a longer period of time compared to the dense network 
of instrumental observations). This situation is common in most countries, and is 
also confirmed in the case of Poland, where disorganized phenological observations 
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started in the late nineteenth century. However, the oldest discovered local records of 
phenological observations in the Polish territories were found in incunabula from the 
fifteenth and sixteenth centuries, thus confirming a very long tradition of phenologi-
cal cycle observation [13–15].

Up until today, this type of observations has been independently carried out in 
Poland by different institutions, mainly botanical gardens, agricultural and forestry 
departments, which perform them for their own research. Therefore, data collec-
tions are not standardized, and each of these institutions uses their own observation 
methodologies and different data formats [16,17]. Although an attempt to integrate 
or assimilate these isolated networks on a national scale seems to have a very high 
scientific potential, it must be unequivocally stated that numerous errors might 
occur when using the most common techniques in order to homogenize the archived 
dataset.

Unfortunately, historical data often lack continuity and are full of serious uninten-
tional errors (e.g., typographical). On the other hand, the lack of reliable metadata 
means that this kind of errors cannot be corrected without the development and appli-
cation of a very specific methodology [18]. Therefore, assessing the possibility of data 
reconstruction in plant phenology, and thus improving the quality of this dataset, is of 
utmost importance in determining how climate change affects living organisms.

In this study, we attempted to reconstruct late spring phenophases on the example 
of the flowering of Syringa vulgaris and Aesculus hippocastanum, using the multiple 
linear regression (MLR) approach. To assess the robustness of regression techniques, 
which are the most commonly used in studies of similar nature (e.g., [19,20]), the 
researchers decided to focus on relatively short (1951–2014), but nonetheless more 
reliable phenological observations. This solution was aimed at obtaining a more ac-
curate, complete and homogenous dataset, which might be more reliable for modeling 
purposes.

Material and methods

Phenological data

In this study, we used phenological observations carried out by the Polish Institute of 
Meteorology and Water Management – National Research Institute (IMGW-PIB). It 

is the only institution which currently conducts na-
tion-wide integrated phenological monitoring with 
a homogenous methodology of observations. We 
selected 12 stations which are evenly distributed 
throughout the country (Fig. 1), covering different 
climatic regions of Poland. Syringa vulgaris L. and 
Aesculus hippocastanum L. flowering observations 
were chosen as the indicator species of the pheno-
logical late spring season, which is characterized by 
a relatively small variation in the onset dates [21]. 
That may suggest a distinguishable physical signal 
affecting the physiological reaction of both species, 
and might therefore be suitable for finding robust 
predictors applied for regression models. In the 
case of the selected species, the beginning of flow-
ering was recorded as the day when approximately 
10% of the first flowers open.

Although our intention was to use the longest 
possible time series, the historical background of 
phenological network in Poland after World War 
II needs to be highlighted. The first version of the 
modern phenological network became operational 
in Poland in the years 1951–1992. After a long 13-
year break, it was partly reactivated in 2005 on ca. 
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Fig. 1 Locations of phenological stations used in the study in 
Poland. Grey dots denote the locations of phenological stations 
operational in the years 1951–1992. Blue dots denote the stations 
reactivated in the years 2005–2007.
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40 stations by both professional and voluntary observers. Observations were carried 
out on selected indicator species in the same neighborhood as previously, even though 
the very specific area of observations was not precisely delineated (in a spatial sense). 
Therefore, the chosen observational site was characteristic in terms of climate, soil, 
topography, and had average conditions for the growth and development of indicator 
species, which were represented by numerous individuals.

In 2007, an administrative decision was made to include phenological observations 
in an extended program of meteorological observations run by the IMGW-PIB. Since 
then, phenological observations have been carried out according to the BBCH-scale 
(abbr. from German: “Biologische Bundesanstalt, Bundessortenamt und Chemische 
Industrie”), which was implemented in observation procedures in most European 
countries with similar growth stages of plant species [22]. And so, the 2005 reactivated 
observational network was completely abandoned by 2007 (or up to 2008 depending 
on the station), and moved to new locations of the main meteorological stations. It 
means that the newly established (from 2008 onwards) phenological network, with 
observations carried out by professional observers, does not cover the archival one in 
a spatial sense. To fill the gap, the procedures described below were applied in terms 
of reconstructing the missing data.

Meteorological data

In most cases, the 12 selected phenological stations do not have a complete and qual-
ity-controlled archived dataset for air temperature. On the other hand, air tempera-
ture and its indices are commonly identified as a reliable proxy for determining 
phenological changes [21,23–26]. Therefore, to ensure reproducibility, researchers 
have decided to use the nearest node of a freely available ECA&D [27]. The ECA&D 
database is a collection of daily meteorological parameters derived from observations 
obtained at the stations, assimilated and interpolated to a regular grid of 25 × 25 km. 
Using gridded instead of raw weather data allows one to proceed with all the calcula-
tions independently of the available meteorological data. A daily dataset was next 
applied to compute the monthly mean air temperature and accumulated growing de-
gree days (GDD) according to the formula given in Eq. 1, which uses the threshold 
values of 0.0°C, 2.5°C, 5.0°C, 7.5°C, and 10°C. Accumulated GDDs were calculated by 
adding the specific daily GDD values starting from the beginning of the year. If the 
daily maximum temperature was not higher than the threshold value, then the GDD 
value did not change [28].

where:
Tmax – daily maximum temperature
Tmin – daily minimum temperature
Tthreshold – threshold temperature.

Database reconstruction 2008–2014 – kriging with external drift

The phenological network reactivated in the years 2005–2007 was usually run in the 
same locations as the one in operation until 1992. However, very short time series (3 
years only) are problematic in terms of a reliable detection of climate change signal 
and its impact on the onset date of the late spring phenological season. To fulfill the 
gap for both phenophases, it was decided to apply GIS algorithms for spatial interpo-
lation. The idea is based on extracting values for the locations of historical stations 
using interpolation results derived from phenological observations carried out in the 
IMGW-PIB meteorological stations in the years 2008–2014. To incorporate altitude 
corrections, we applied the kriging with external drift method using the digital el-
evation model as an explanatory variable in the linear regression model. A similar 
approach was adopted by Ustrnul and Czekierda [29], Czernecki and Miętus [30], 
Szymanowski and Kryza [31] showing good accuracy in terms of recognizing spatial 
patterns and seasonal dynamics in Poland.

Daily  𝐺𝐺𝐺𝐺𝐺𝐺 = [(𝑇𝑇!"# + 𝑇𝑇!"#  )/2] − 𝑇𝑇!"#$!"#$ Eq. 1 
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Database reconstruction 1993–2004 – multiple linear regression model

Since no phenological data are present in the period 1993–2004, researchers decided 
to use the MLR modeling technique, very common in phenological studies, in order 
to reconstruct these time series [19,20]. In this study, it was decided to follow the ad-
vice for model building provided by Kuhn and incorporated into the caret R package 
dedicated to statistical model training and tuning [32,33]. First of all, pre-processing 
procedures were applied, especially in terms of removing outliers which may com-
monly occur in phenological archives. This step was done with special care mainly by 
taking into account some ideas suggested by Schaber and Badeck [18], e.g., removal 
of observation outliers in case of detecting noticeable differences with a simple re-
gression model. Additionally, onset dates in the surrounding stations and differences 
in flowering dates of Syringa vulgaris and Aesculus hippocastanum were taken into 
account in doubtful cases. Finally, we manually corrected or excluded 27 observa-
tions of S. vulgaris (5% of the whole dataset) and 16 observations of A. hippocastanum 
(2.9%).

The number of possible predictors that might be applied in MLR means that the 
final selection is very important in terms of avoiding model overfitting. Keeping in 
mind Occam’s razor principle, to avoid making more assumptions than is really nec-
essary, it was decided to test extensively a relatively large set of available predictors 
including: (i) monthly mean GDDs from January to May, with a threshold of 0.0°C, 
2.5°C, 5.0°C, 7.5°C, and 10°C; (ii) stations’ coordinates and altitude; (iii) factorial-
type stations, which may require additional corrections if stations represent a very 
specific kind of local features; (iv) monthly mean air temperatures from November of 
the previous year up to May.

In each case, datasets were pre-processed using the Yeo–Johnson transformation, 
which is similar to the popular Box–Cox model, but can accommodate predictors with 
negative values as well [34,35]. Additionally, scaling (i.e., dividing by the standard de-
viation) and centering (i.e., subtracting the mean of the predictors’ data) were applied 
to transfer raw datasets to a more robust distribution so as to fulfill the theoretical pre-
requisites for regression techniques (i.e., related to the Gaussian distribution).

The cross-validation procedure was based on the 10-fold cross-validation approach 
repeated 10 times using bootstrap resampling. After every single calculation of MLR, 
the Akaike information criteria (AIC) [36] were computed to select the best suited 
set of predictors and to estimate the final values of model’s parameters. This strategy 
of using linear regression with stepwise selection makes it possible in both cases to 
exclude half of the possible predictors with redundant information.

Statistical measures

All calculations were carried out using the R programming language [37] and its dedi-
cated packages: “gstat” [38] for incorporating GIS-based spatial interpolation meth-
ods and “caret” [35] for the needs of statistical modeling. Evaluation of the MLR’s 
performance was verified against all available observational datasets using: (i) nor-
malized standard deviation – to account for the magnitude of reproduced ranges [39], 
(ii) Pearson’s (r) correlation coefficient – to inform about the level of agreement in 
reproducing a directional change of time series, (iii) mean absolute error (MAE) – to 
inform about the mean “distance” from the perfect prognosis, and (iv) root mean 
square error (RMSE) – to account for the square root of a prognosis’ average squared 
distance from the observations [40]. The mathematical background used for verifica-
tion purposes is stated below in Eq. 2–Eq. 5.

𝜎𝜎!"#$. =

(𝑦𝑦! − 𝑦𝑦!"#)!!
!!!

𝑛𝑛 − 1
(𝑥𝑥! − 𝑥𝑥)!!

!!!
𝑛𝑛 − 1

 

𝑟𝑟 =
(𝑥𝑥! − 𝑥𝑥!"#)(𝑦𝑦! − 𝑦𝑦!"#)!

!!!

(𝑥𝑥! − 𝑥𝑥!"#)!!
!!! (𝑦𝑦! − 𝑦𝑦!"#)!!

!!!

 

Eq. 2 

Eq. 3 
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where:
xj – observational value
xavg – the mean of observations
yj – predicted value
yavg – predicted mean.

The changing trends in the onset dates of the late spring season were examined 
using the slope coefficient of linear regression. Although in many similar studies sig-
nificance is usually verified by the F-test statistics, in this particular case we decided 
to apply the Mann–Kendall non-parametric test [41,42] at the significance level of 
1−α = 0.95. This test is recommended in cases where low sensitivity to abrupt breaks 
due to an inhomogeneous time series is needed. What is even more important is that 
the Mann–Kendall test does not require a Gaussian distribution of data, which is a 
common problem when analyzing long-term phenological data with a strong trend 
and skewness of distribution [43].

Results

Phenology model evaluation

The created MLR models do not differ significantly in terms of a reliable reconstruc-
tion of the archived time series. Slightly better verification statistics were obtained 
for Syringa vulgaris than Aesculus hippocastanum. However, these regularities are not 
confirmed in every of the analyzed locations, which presumably suggests major vari-
ability in the quality of data, which is very common in phenological studies [44] and 
is usually strongly related with an observers’ perception or the reaction of individual 
plants to external factors.

Since the predictors used for the model building were scaled and preprocessed, 
it is impossible to interpret literally the contribution of every single variable to the 
final result. However, some ideas, e.g., suggested by Gevrey et al. [45] were used to 
estimate the contribution of selected variables so as to determine the most important 
predictors. It turns out that accurate modeling of the late spring phenophase is most 
dependent on accumulated GDD indices >5°C in May and monthly mean air tem-
perature in April. GDD indices for April are almost twice less important than those 
in May. Temporal autocorrelation weakens for all the preceding months, e.g., it is 
estimated that the monthly mean temperature in February keeps around four times 
less information compared to some of the calculated GDD indices in May. In both 
models, geographical location features were excluded from the MLR while applying 
step-wise screening with the AIC method. Nonetheless, this information was partly 
preserved as a factorial type of the data from every station, which was one of the most 
important ingredients in the final model’s equation. Out of 12 analyzed stations, five 
for S. vulgaris and six for A. hippocastanum have significant p-value statistics. There-
fore, the data from the analyzed stations confirm that late spring flowering events are 
not always linearly related to large-scale patterns of temperature.

These site-specific features for individual stations are clearly seen in the model’s 
ability to reproduce the interannual variability. Historical dates of S. vulgaris and A. 
hippocastanum flowering are on average reproduced with a Pearson correlation of 
0.83 and 0.78, respectively. The highest correlation for lilac was obtained in Zbików 
Duchnice (r = 0.91) and only slightly lower values were calculated for Olza (r = 0.91), 
Gorzów Śląski (r = 0.88), and Solec nad Wisłą (r = 0.87). The weakest correlation was 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = (𝑥𝑥! − 𝑦𝑦!)!
!

!!!

 Eq. 4 

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛 𝑥𝑥! − 𝑦𝑦!

!

!!!

 Eq. 5 
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found in Mielnik (r = 0.69), and the same station also has the highest value of RMSE 
(4.95) as well as the second highest MAE value (3.62). In contrast to the aforemen-
tioned data, the best RMSE and MAE statistics were obtained in Zbików Duchnice 
(MAE = 2.25, RMSE = 3.03) and Gorzów Śląski (MAE = 2.29, RMSE = 3.10). On 
average, the MAE and RMSE values for lilac were 3.00 and 3.94, respectively.

For the horse chestnut, the statistics were slightly worse. The average MAE for all 
analyzed stations was 3.43, while RMSE was 4.42. The best reproducibility in terms of 
MAE was obtained in Solec nad Wisłą (2.53) and Węgorzewo (2.56), while the lowest 
was found in Dąbrowa Białostocka (4.09). For RMSE statistics, this range varies from 
3.06 (Solec nad Wisłą) to 5.57 in Dąbrowa Białostocka. This station also has the low-
est correlation values (r = 0.56), while the highest possibility to reconstruct temporal 
variability was found in the data series from Solec nad Wisłą (r = 0.90).

Since regression-based modeling techniques tend to underestimate variation in 
modeled time series and focus on reproducing mean values, some evaluation measure 
inaccuracies are the result of the under-representation of extreme flowering dates. 
This can be clearly seen in the histogram of residuals presented in Fig. 2, and later 
on in time series charts in Fig. 3 and Fig. 4. The model’s accuracy in 50% of all cases 
predicted for lilac is in range of −2.5 to 2.3 days, while 90% of model residuals is in 
the range of −6.3 up to 6.4. All model predictions with a precision of ±5 days make up 
84% of the results, even though some outliers of more than 2 or even up to 3 weeks 
(max. 19.2 days) are possible as well.

These same regularities are found for the horse chestnut, even though in this case 
the histogram of model residuals has a slightly more flattened Gaussian distribution, 
which has a negative impact especially on the verification statistics in the most prob-
able range (Fig. 2, Tab. 1). Despite this, 50% of all predicted values have residuals 
in a range of −2.7 to 2.8, while the maximum errors are −21.1 and 20.2 days. The 
percentiles 0.05 and 0.95 equal −6.8 and 7.6 days, respectively, so it can be roughly 
interpreted that almost 90% of cases are predicted with an accuracy better than ±1 
week.

One of the disadvantages of using a simplistic regression approach is the variance 
inflation problem [40]. Thus, the reconstructed time series were also characterized by 
the lowest variability relative to the observational dataset (Fig. 3 and Fig. 4). To esti-
mate this rate of losing information, normalized standard deviations were calculated 
to make it possible to compare between plant species and particular locations. The 
mean value of standard deviation in terms of lilac is about 18.6% smaller compared 
to the original time series, while for horse chestnut it is 23.7%. After the recalculation 
into values given in days, it becomes respectively 1.35 and 1.73 days.

Fig. 2 Multiple linear regression model residuals for S. vulgaris and A. hippocastanum in years with phenological observa-
tions in Poland (1951–1992 and 2005–2014).
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Fig. 3 Onset dates of Syringa vulgaris in the selected stations in the period of 1951–2014. The black line denotes the observational 
dataset, the red line denotes the reconstructed data.
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Fig. 4 Onset dates of Aesculus hippocastanum on selected stations in the period of 1951–2014. The black line denotes the observa-
tional dataset, the red line denotes the reconstructed data.
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Trends of plant phenology in Poland since the 1950s

In this study, we compared the trends in phenological changes of selected species for 
a fully reconstructed time series. It means that for the period of 2008–2014, spatially 
interpolated values were taken into account, while for the period of 1993–2007 the 
missing data were filled in with reconstructions provided by the statistical modeling 
procedure.

The linear trends detected for the entire data frame of 1951–2014 (Fig. 3 and Fig. 4) 
clearly reveal the advancing of late spring phenophases in Poland regardless of the 
locations of the stations. For both selected plant species, the average trend of advanc-
ing phenological late spring (calculated as an average for lilac and horse chestnut) is 
estimated at −1.7 days per decade and this value varies from −2.4 in Koźla to −1.2 days 
per decade in Solec nad Wisłą and Mielnik (Tab. 2 and Tab. 3). For both plant species, 
the linear trends in the years 1951–2014 do not vary significantly from the average for 
the area and do not show any clearly distinguishable regional pattern.

It is worth mentioning that all the detected long-term trends (1951–2014) are sta-
tistically significant according to the Mann–Kendall test for both S. vulgaris and A. 
hippocastanum. In the archival subperiods before the 1990s, most of the calculated 
trends were negative, but often close to zero, which made them statistically insig-
nificant or significant only occasionally regardless of the analyzed plant species. A 
remarkable acceleration of late spring phenophase is clearly seen in the slope of linear 
regressions after the 1990s (Tab. 2 and Tab. 3), which strongly affects the Kendall rank 
correlations and their p-values.

The estimated trend of 1.7 days per decade is also confirmed by differences in the 
frequencies of the seasons’ starting dates in particular subperiods. Before the 1990s, 
the flowering of Aesculus hippocastanum in the second part of May was quite a com-
mon situation (ca. 17–26% of all cases), whereas nowadays it is less than 5% of all ob-
servations. Similar regularities were found for lilac, which confirms that the detected 
trends in flowering onset dates have significant shifts in their distributions as well, 
further corroborating the results of a similar research for Central Europe [26].

Tab. 1 Phenological model evaluation statistics.

Station

Syringa vulgaris Aesculus hippocastanum

st. dev. 
(norm) MAE RMSE

correlation 
coefficient

st. dev. 
(norm) MAE RMSE

correlation 
coefficient

Dąbrowa Białostocka 0.897 3.084 3.776 0.781 0.723 4.086 5.567 0.558

Gorzów Śląski 0.883 2.290 3.103 0.882 0.781 2.905 3.673 0.864

Janikowo 0.801 2.995 4.398 0.783 0.807 3.060 4.366 0.763

Koźla 0.816 3.845 4.352 0.768 0.757 3.541 4.340 0.844

Mielnik 0.815 3.619 4.950 0.693 0.781 3.222 4.365 0.753

Olza 0.749 2.808 3.579 0.902 0.723 4.479 6.318 0.624

Piwniczna 0.775 3.579 4.352 0.812 0.775 4.222 5.166 0.680

Resko 0.725 2.810 3.836 0.842 0.694 3.235 4.071 0.844

Solec nad Wisłą 0.810 2.693 3.558 0.873 0.792 2.529 3.055 0.901

Węgorzewo 0.887 2.759 3.242 0.838 0.859 2.563 3.115 0.834

Wiślica 0.795 3.282 4.317 0.826 0.778 3.530 4.427 0.789

Zbików Duchnice 0.811 2.245 3.030 0.908 0.687 3.813 4.563 0.843

Mean 0.814 3.001 3.942 0.826 0.763 3.432 4.419 0.775
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Tab. 2 Linear regression coefficients of Syringa vulgaris flowering dates, divided according to par-
ticular subperiods of 1951–2014.

Station 1951–1970 1971–1990 1991–2014 1951–1992 1951–2014

Dąbrowa Białostocka 0.03 −0.51 −0.02 −0.13 −0.14

Gorzów Śląski −0.08 −0.34 −0.28 0.05 −0.12

Janikowo −0.25 0.05 −0.32 −0.02 −0.17

Koźla −0.15 −0.29 −0.34 −0.04 −0.25

Mielnik −0.07 0.19 −0.34 0.05 −0.13

Olza −0.12 −0.09 −0.40 −0.09 −0.21

Piwniczna −0.41 0.03 −0.40 −0.06 −0.15

Resko −0.33 −0.18 −0.42 −0.24 −0.21

Solec nad Wisłą 0.16 −0.37 −0.49 0.13 −0.11

Węgorzewo −0.17 −0.18 −0.19 −0.06 −0.14

Wiślica −0.17 −0.02 −0.49 0.02 −0.17

Zbików Duchnice 0.04 −0.40 −0.36 −0.05 −0.19

Mean −0.13 −0.18 −0.34 −0.03 −0.17

Values denote a change in days per year and are bolded if the trend coefficient is significant accord-
ing to the Mann–Kendall test at 1−α = 0.95.

Tab. 3 Linear regression coefficients of Aesculus hippocastanum flowering dates, divided accord-
ing to particular subperiods of 1951–2014.

Station 1951–1970 1971–1990 1991–2014 1951–1992 1951–2014

Dąbrowa Białostocka −0.27 −0.78 −0.18 −0.36 −0.24

Gorzów Śląski −0.12 −0.35 −0.41 0.05 −0.14

Janikowo −0.04 0.17 −0.30 0.05 −0.15

Koźla −0.20 −0.30 −0.32 −0.06 −0.23

Mielnik 0.14 0.29 −0.45 0.14 −0.12

Olza −0.18 0.22 −0.46 0.07 −0.14

Piwniczna −0.12 0.09 −0.41 −0.03 −0.10

Resko −0.29 −0.28 −0.30 −0.07 −0.16

Solec nad Wisłą 0.22 −0.39 −0.38 −0.01 −0.13

Węgorzewo −0.11 −0.36 −0.08 −0.18 −0.16

Wiślica −0.54 −0.05 −0.45 −0.12 −0.19

Zbików Duchnice 0.54 −0.47 −0.57 −0.06 −0.24

Mean −0.08 −0.18 −0.36 −0.05 −0.17

Values denote a change in days per year and are bolded if the trend coefficient is significant accord-
ing to the Mann–Kendall test at 1−α = 0.95.



11 of 15© The Author(s) 2016 Published by Polish Botanical Society Acta Agrobot 65(2):1671

Czernecki and Jabłońska / Reconstruction of late spring phenophases in Poland

Discussion and summary

The reconstruction of late spring phenophases using the MLR approach presented in 
this study seems to have a high application potential. The constructed models based 
on coupling phenophases with air temperature and its indices accounted for 60–66% 
of variance in Syringa vulgaris and Aesculus hippocastanum flowering dates. This result 
is compatible with other studies which focus on possibilities of reconstructing spring 
phenophases in Central Europe, also for longer time series [25]. The mean accuracy 
of the model is 3.0–3.4 days in terms of MAE values and 3.9–4.4 for RMSE, while the 
mean Pearson correlation is 0.83 and 0.78 for lilac and horse chestnut, respectively 
(Tab. 1). Over 90% of the model residuals are smaller than ±1 week, although pheno-
logical observations are in many cases strongly related with an individual species or 
biased by the individual perception of the observers [46–48], and thus some outliers 
of more than 2 weeks are occasionally possible. The reconstructed phenological time 
series have slightly smaller standard deviation values, which is typical of regression-
based modeling techniques. Nonetheless, variance inflation described by normalized 
standard deviation values is on average lower at only 18.6% for lilac and 23.7% for 
horse chestnut, which is equal to 1.35 and 1.73 days, respectively.

All the results clearly show that even a relatively simplistic statistical model may 
well be a robust tool in reconstructing missing phenological time series. This issue is 
of special importance in Poland, where phenological observations were abandoned in 
1992, with the reactivated network organized in new locations. Therefore, to account 
for different quality in historical datasets, and the fact that they were collected at dif-
ferent locations, the GIS-based kriging with external drift and statistical modeling 
techniques were applied. It was also possible to detect observational outliers and to 
homogenize the database according to some proposals found in literature [18]. In 
the authors’ opinion, the proposed statistical modeling procedure might also have a 
potential in investigating the impact of climate projections [49] on a particular plant 
species. However, it must be noted that this relation may not be linear in the foresee-
able future (e.g., due to the increase in extreme weather events and their harmful 
impact on some species, etc.), which will require additional testing.

The reconstructed and quality-controlled time series of lilac and horse chestnut 
have made it possible to recognize shifts in flowering of these plant species in Poland 
while taking into account their longest possible time series. The length of a time se-
ries is crucial for detecting changes in phenological research [50,51], especially when 
taking into account the 1990s and the decades that followed as being the warmest 
in the history of instrumental observations [9,49]. Phenological observations carried 
out after the 1990s reveal the strongest biological signal of climatic change [19,26], 
which is also confirmed by the slopes of linear regression obtained in this study. On 
average, in the years 1951–2014 the advancing of late spring phenophase is estimated 
to be about −1.7 days per decade and in all the analyzed cases this trend is statistically 
significant according to the Mann–Kendall test.

On the other hand, earlier periods (before 1990) were unambiguous when it comes 
to time and spatial trends in phenological changes (Tab. 2 and Tab. 3). This agrees 
with some discontinuity found in the phenological trends of the late 1980s in many 
European areas, where almost no such trend was observed [50,52]. Studies analyzing 
long-term phenological records often revealed a heterogeneous pattern of temporal 
variability with advanced and delayed periods [1,7,24].

All these regularities were also found in Poland in comparison to the phenological 
trends from the archival period (1951–1992) and the fully reconstructed time series 
(1951–2014). In the period 1951–1992, negative trends were recognized for Syringa 
and Aesculus in 67% of cases, and none of them were significant. In the 1951–2014 
period, the ratios were quite different: 100% negative trends, and all were significant. 
This is a result of the rapid increase in air temperature from January to May after 
the 1990s (Fig. 5), which confirms the statements presented in another research con-
cerning seasonal changes in the Polish climate [30]. After the 1990s, all months have 
positive air temperature anomalies compared to the previous subperiods. As a re-
sult, slopes of flowering dates in the 1991–2014 period show acceleration that is twice 
as fast in comparison to the entire period of analysis (Tab. 2 and Tab. 3). Therefore, 
the termination of the nationwide network in 1992 was extremely unfavorable for 
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phenological and climate change research. In the 1971–1990 period, an increase in 
monthly air temperature was compensated by a decrease in air temperature for the 
month of April (Fig. 5), which simultaneously is highly correlated with the late spring 
phenophase and thus impacts ambiguous plant flowering trends in this period.

The results of the research presented above clearly show the effects of climate change 
and its seasonal aspects on late spring phenology. Huge differences between pheno-
logical trends studied before in the archival period (i.e., 1951–1990) by Jabłońska et al. 
[17] and the reconstructed one for the entire time series (1951–2014) revealed also the 
decisive importance of the length of a time series in the study of phenological changes. 
It also shows a possible direction for further research that needs to link a nationwide 
phenological research with climate change and fluctuations which might well be sig-
nificantly affecting the detected long-term trends. Hence, any such studies would be 
of relevant importance in terms of the following aspects: ecological conservation, pos-
sible future scenarios, and plant adaptation strategies.

(  
   

)

Fig. 5 Air temperature anomalies and their seasonality in the selected stations since the 1950s. Anomalies for particular 
subperiods (1951–1970, 1971–1990, 1991–2014) as calculated against the entire period of analysis (1951–2014).

Acknowledgments

We would like to acknowledge the E-OBS dataset from the EU-FP6 project ENSEMBLES 
(http://ensembles-eu.metoffice.com) and the data providers in the ECA&D project (http://
www.ecad.eu). Special thanks go to Jakub Nowosad for his helpful advice related to the use of 
caret R package.

References

1. Ahas R. Long-term phyto-, ornitho- and ichthyophenological time-series analyses in Esto-
nia. Int J Biometeorol. 1999;42:119–123. http://dx.doi.org/10.1007/s004840050094

2. Bradley NL, Leopold AC, Ross J, Huffaker W. Phenological changes reflect climate change 
in Wisconsin. Proc Natl Acad Sci USA. 1999;96(17):9701–9704. http://dx.doi.org/10.1073/
pnas.96.17.9701

3. Ahas R, Aasa A, Menzel A, Fedotova VG, Scheifinger H, Changes in European spring 
phenology. Int J Climatol. 2002;22:1727–1738. http://dx.doi.org/10.1002/joc.818

4. Root TL, Price JT, Hall KR, Schneider KR, Rosenzweig C, Pounds JA. Fingerprints of global 
warming on wild animals and plants. Nature. 2003;421:57–60. http://dx.doi.org/10.1038/
nature01333

5. Menzel A, Sparks TH, Estrella N, Koch E, Aasa A, Aha R, et al. European phenological 
response to climate change matches the warming, Glob Chang Biol. 2006;12:1969–1976. 
http://dx.doi.org/10.1111/j.1365-2486.2006.01193.x

6. Parmesan C. Ecological and evolutionary responses to recent climate change. Annu Rev Ecol 
Evol S. 2006;37:637–669. http://dx.doi.org/10.1146/annurev.ecolsys.37.091305.110100

http://ensembles-eu.metoffice.com
http://www.ecad.eu
http://www.ecad.eu
http://dx.doi.org/10.1007/s004840050094
http://dx.doi.org/10.1073/pnas.96.17.9701
http://dx.doi.org/10.1073/pnas.96.17.9701
http://dx.doi.org/10.1002/joc.818
http://dx.doi.org/10.1038/nature01333
http://dx.doi.org/10.1038/nature01333
http://dx.doi.org/10.1111/j.1365-2486.2006.01193.x
http://dx.doi.org/10.1146/annurev.ecolsys.37.091305.110100


13 of 15© The Author(s) 2016 Published by Polish Botanical Society Acta Agrobot 65(2):1671

Czernecki and Jabłońska / Reconstruction of late spring phenophases in Poland

7. Schleip C, Menzel A, Dose V. Bayesian methods in phenology. In: Hudson IL, Keatley 
MR, editors. Phenological research. Dordrecht: Springer; 2010. p. 229–254. http://dx.doi.
org/10.1007/978-90-481-3335-2_11

8. Aono Y, Kazui K. Phenological data series of cherry tree flowering in Kyoto, Japan, and 
its application to reconstruction of springtime temperatures since the 9th century. Int J 
Climatol. 2008;28:905–914. http://dx.doi.org/10.1002/joc.1594

9. Schleip C, This R, Luterbacher J, Menzel A. Time series modeling and Central European 
temperature impact assessment of phenological records over the last 250 years. J Geophys 
Res. 2008;113:G04026. http://dx.doi.org/10.1029/2007JG000646

10. Koch E, Maurer C, Hammerl C, Hammerl T, Pokorny E. BACCHUS grape harvest days 
and temperature reconstruction for Vienna from the 16th to the 18th century. In: Ander-
ssen RS, Braddock RD, Newham LTH, editors. Proceedings of the 18th World IMACS 
Congress and MODSIM09 International Congress on Modelling and Simulation; 2009 Jul 
13–17; Cairns, Australia. Christchurch: Modelling and Simulation Society of Australia and 
New Zealand and International Association for Mathematics and Computers in Simula-
tion; 2009. p. 2632–2638.

11. Bradley RS. Paleoclimatology: reconstructing climates of the quaternary. 3rd ed. Amster-
dam: Elsevier; 2014.

12. Zheng J, Hua Z, Liu Y, Hao Z. Temperature changes derived from phenological and natural 
evidences in South Central China from 1850 to 2008. Climate of the Past. 2015;11:4077–
4095. http://dx.doi.org/10.5194/cp-11-1553-2015

13. Cybulski H. Średnie wypadki spostrzeżŜeń fitofenologicznych, poczynione w Ogrodzie 
Botanicznym w Warszawie od roku 1865 do 1885. Pamiętnik Fizjograficzny. 1886;6:65–83.

14. Tomaszewska T, Przedpełska W. Dzieje agrometeorologii w Państwowej Służbie Meteo-
rologicznej [Manuscript]. Warszawa: Instytut Meteorologii i Gospodarki Wodnej; 1989.

15. Obrębska-Starklowa B. O badaniach fitofenologicznych w Galicji w XIX wieku (na tle 
rozwo ju fenologii w Europie). Przeglad Geofizyczny. 1993;3–4:289–296.

16. Falińska K. Seasonal dynamics of forest undergrowth in Bialowieża National Park. Phyto-
cenosis. 1973;1:3–115.

17. Jabłońska K, Rapiejko P. Using the results of a nationwide phenological network to ex-
amine the impact of changes in phenology of plant species on the concentration of plant 
pollen in the air. Acta Agrobot. 2010;63(2):69–74. http://dx.doi.org/10.5586/aa.2010.034

18. Schaber J, Badeck FW. Evaluation of methods for the combination of phenological time 
series and outlier detection. Tree Physiol. 2002;22:973–982. http://dx.doi.org/10.1093/
treephys/22.14.973

19. Fitter A, Fitter R. Rapid changes in flowering time in British plants. Science. 2002;296:1689–
1691. http://dx.doi.org/10.1126/science.1071617

20. Hudson IL, Keatley MR. Phenological research. Dordrecht: Springer; 2010. http://dx.doi.
org/10.1007/978-90-481-3335-2

21. Jabłońska K, Kwiatkowska-Falińska A, Czernecki B, Walawender J. Changes in spring and 
summer phenology in Poland – responses of selected plant species to air temperature vari-
ations. Pol J Ecol. 2015;63:311–319. http://dx.doi.org/10.3161/15052249PJE2015.63.3.002

22. Meier U. Growth stages of mono- and dicotyledonous plants: BBCH monograph. Berlin: 
Blackwell Wissenschafts-Verlag; 1997.

23. Fitter AH, Fitter RS, Harris IT, Williamson MH. Relationship between first flowering date 
and temperature in the flora of a locality in central England. Funct Ecol. 1995;9:55–60. 
http://dx.doi.org/10.2307/2390090

24. Sparks TH, Carey PD. The responses of species to climate over two centuries: an 
analysis of the Marsham phenological record. J Ecol. 1995;83:321–329. http://dx.doi.
org/10.2307/2261570

25. Rutishauser T, Luterbacher J, Jeanneret F, Pfister C, Wanner H. A phenology-based recon-
struction of interannual changes in past spring seasons. J Geophys Res. 2007;112:G04016. 
http://dx.doi.org/10.1029/2006JG000382

26. Szabo B, Vincze E, Czúcz B. Flowering phenological changes in relation to climate change 
in Hungary. Int J Biometeorol. 2016. http://dx.doi.org/10.1007/s00484-015-1128-1

27. Haylock MR, Hofstra N, Klein Tank AMG, Klok EJ, Jones PD, New M. A European daily 
high-resolution gridded dataset of surface temperature and precipitation. J Geophys Res 
Atmos. 2008;113:D2011. http://dx.doi.org/10.1029/2008JD010201

http://dx.doi.org/10.1007/978-90-481-3335-2_11
http://dx.doi.org/10.1007/978-90-481-3335-2_11
http://dx.doi.org/10.1002/joc.1594
http://dx.doi.org/10.1029/2007JG000646
http://dx.doi.org/10.5194/cp-11-1553-2015
http://dx.doi.org/10.5586/aa.2010.034
http://dx.doi.org/10.1093/treephys/22.14.973
http://dx.doi.org/10.1093/treephys/22.14.973
http://dx.doi.org/10.1126/science.1071617
http://dx.doi.org/10.1007/978-90-481-3335-2
http://dx.doi.org/10.1007/978-90-481-3335-2
http://dx.doi.org/10.3161/15052249PJE2015.63.3.002
http://dx.doi.org/10.2307/2390090
http://dx.doi.org/10.2307/2261570
http://dx.doi.org/10.2307/2261570
http://dx.doi.org/10.1029/2006JG000382
http://dx.doi.org/10.1007/s00484-015-1128-1
http://dx.doi.org/10.1029/2008JD010201


14 of 15© The Author(s) 2016 Published by Polish Botanical Society Acta Agrobot 65(2):1671

Czernecki and Jabłońska / Reconstruction of late spring phenophases in Poland

28. Nowosad J. Spatiotemporal models for predicting high pollen concentration level of Cory-
lus, Alnus, and Betula. Int J Biometeorol. 2016;60(6):843–855. http://dx.doi.org/10.1007/
s00484-015-1077-8

29. Ustrnul Z, Czekierda D, Application of GIS for the development of climatological air 
temperature maps: an example from Poland. Meteorological Applications. 2005;12:43–50. 
http://dx.doi.org/10.1017/S1350482705001507

30. Czernecki B, Miętus M. The thermal seasons variability in Poland, 1951–2010. Theor Appl 
Climatol. 2015. http://dx.doi.org/10.1007/s00704-015-1647-z

31. Szymanowski M, Kryza M. The role of auxiliary variables in deterministic and determin-
istic-stochastic spatial models of air temperature in Poland. Pure and Applied Geophysics. 
2015. http://dx.doi.org/10.1007/s00024-015-1199-2

32. Kuhn M. Building predictive models in R using the caret package. J Stat Softw. 
2008;28(5):1–26. http://dx.doi.org/10.18637/jss.v028.i05

33. Kuhn M, Johnson K. Applied predictive modeling. New York, NY: Springer; 2013. http://
dx.doi.org/10.1007/978-1-4614-6849-3

34. Yeo IK, Johnson R. A new family of power transformations to improve normality or sym-
metry. Biometrika. 2000;87:954–959. http://dx.doi.org/10.1093/biomet/87.4.954

35. Kuhn M. caret: classification and regression training [Internet]. 2016 [cited 2016 Jun 3]. 
Available from: http://cran.r-project.org/package=caret

36. Sakamoto, Y, Ishiguro M, Kitagawa G. Akaike information criterion statistics. Tokyo: KTK 
Scientific Publishers; 1986.

37. R Core Team. R: a language and environment for statistical computing. Vienna: R Founda-
tion for Statistical Computing; 2013.

38. Pebesma EJ. Multivariable geostatistics in S: the gstat package. Comput Geosci. 
2004;30:683–691. http://dx.doi.org/10.1016/j.cageo.2004.03.012

39. Taylor KE. Summarizing multiple aspects of model performance in a single diagram. J 
Geophys Res Atmos. 2001;106(D7):7183–7192. http://dx.doi.org/10.1029/2000JD900719

40. Wilks DS. Statistical methods in the atmospheric sciences. 3rd ed. Oxford: Academic 
Press; 2011. (International Geophysics Series; vol 100).

41. Mann HB. Nonparametric tests against trend. Econometrica. 1945;13:254–259. http://
dx.doi.org/10.2307/1907187

42. Kendall MG. Rank correlation methods. 4th ed. London: Griffin; 1975.

43. Menzel A. Trends in phenological phases in Europe between 1951 and 1996. Int J Biome-
teorol. 2000;44:76–81. http://dx.doi.org/10.1007/s004840000054

44. Sparks T, Menzel A. Observed changes in seasons: an overview. Int J Climatol. 
2002;22(14):1715–1725. http://dx.doi.org/10.1002/joc.821

45. Gevrey M, Dimopoulos I, Lek S. Review and comparison of methods to study the contri-
bution of variables in artificial neural network models. Ecol Modell. 2003;160(3):249–264. 
http://dx.doi.org/10.1016/S0304-3800(02)00257-0

46. Rötzer T, Wittenzeller M, Häckel H, Nekovar J. Phenology in Central Europe – differences 
and trends of spring-phenophases in urban and rural areas. Int J Biometeorol. 2000;44:60–
67. http://dx.doi.org/10.1007/s004840000062

47. Thompson R, Clark RM. Spatio-temporal modelling and assessment of within-species 
phenological variability using thermal time methods. Int J Biometeorol. 2006;50:312–322. 
http://dx.doi.org/10.1007/s00484-005-0017-4

48. Siljamo P, Sofiev M, Ranta H, Linkosalo T, Kubin E, Ahas R, et al. Representativeness of 
pointwise phenological Betula data collected in different parts of Europe. Glob Ecol Bio-
geogr. 2008;17(4):489–502. http://dx.doi.org/10.1111/j.1466-8238.2008.00383.x

49. Intergovernmental Panel on Climate Change, Working Group II. Climate change 2007: 
impacts, adaptation and vulnerability. Geneva: IPCC Secretariat; 2008.

50. Scheifinger H, Menzel A, Koch E, Peter C, Ahas R. Atmospheric mechanisms governing 
the spatial and temporal variability of phenological observations in central Europe. Int J 
Climatol. 2002;22:1739–1755. http://dx.doi.org/10.1002/joc.817

51. Sparks T, Tryjanowski P. The detection of climate impacts: some methodological consider-
ations. Int J Climatol. 2005;25(2):271–277. http://dx.doi.org/10.1002/joc.1136

52. Chmielewski FM, Rötzer T. Annual and spatial variability of the beginning of growing 

http://dx.doi.org/10.1007/s00484-015-1077-8
http://dx.doi.org/10.1007/s00484-015-1077-8
http://dx.doi.org/10.1017/S1350482705001507
http://dx.doi.org/10.1007/s00704-015-1647-z
http://dx.doi.org/10.1007/s00024-015-1199-2
http://dx.doi.org/10.18637/jss.v028.i05
http://dx.doi.org/10.1007/978-1-4614-6849-3
http://dx.doi.org/10.1007/978-1-4614-6849-3
http://dx.doi.org/10.1093/biomet/87.4.954
http://cran.r-project.org/package=caret
http://dx.doi.org/10.1016/j.cageo.2004.03.012
http://dx.doi.org/10.1029/2000JD900719
http://dx.doi.org/10.2307/1907187
http://dx.doi.org/10.2307/1907187
http://dx.doi.org/10.1007/s004840000054
http://dx.doi.org/10.1002/joc.821
http://dx.doi.org/10.1016/S0304-3800(02)00257-0
http://dx.doi.org/10.1007/s004840000062
http://dx.doi.org/10.1007/s00484-005-0017-4
http://dx.doi.org/10.1111/j.1466-8238.2008.00383.x
http://dx.doi.org/10.1002/joc.817
http://dx.doi.org/10.1002/joc.1136


15 of 15© The Author(s) 2016 Published by Polish Botanical Society Acta Agrobot 65(2):1671

Czernecki and Jabłońska / Reconstruction of late spring phenophases in Poland

season in Europe in relation to air temperature changes. Climate Research. 2002;19:257–
264. http://dx.doi.org/10.3354/cr019257

Rekonstrukcja późnowiosennych faz fenologicznych w Polsce i ich odpowiedź na 
zmiany klimatu, 1951–2014

Streszczenie

Fenologia jest postrzegana obecnie przede wszystkim jako wskaźnik zmian klimatu. Najwięk-
szy biologiczny sygnał tych zmian w Europie ujawnił się po 1990 r. Niestety, kompletne fe-
nologiczne serie danych w Polsce kończą się na 1992 r., natomiast kompleksowy monitoring 
fenologiczny o zasięgu ogólnokrajowym reaktywowano dopiero w 2005 r. Mając na uwadze 
powstałą lukę w seriach danych w niniejszym artykule podjęto próbę rekonstrukcji późnowio-
sennych faz fenologicznych kwitnienia lilaka pospolitego (Syringa vulgaris L.) i kasztanowca 
zwyczajnego (Aesculus hippocastanum L.) w latach 1951–2014 na przykładzie wybranych sta-
cji. Dostępne dane fenologiczne z innych lokalizacji posłużyły do uzupełnienia serii danych 
obserwacyjnych w oparciu o techniki interpolacji GIS. Dla pozostałych przypadków rekon-
strukcję wykonano w oparciu o utworzony model regresji wielokrotnej z próbkowaniem bo-
otstrapowym oraz krokową metodą budowy modelu z kryterium Akaike (AIC). Utworzony 
model statystyczny bazujący na indeksach temperatury powietrza i wskaźnikach pochodnych 
pozwala wyjaśnić ponad 60% wariancji terminu rozpoczęcia fenofazy późnowiosennej, przy 
dokładności modelu wynoszącej 3.0–3.4 dnia (średni błąd bezwzględny, MAE) i korelacji 0.83 
i 0.78 odpowiednio dla lilaka pospolitego i kasztanowca zwyczajnego. Przeprowadzona analiza 
trendu jednoznacznie wskazuje na przyspieszenie terminu kwitnienia obu gatunków średnio 
o 1.7 dnia/dekadę. Uzyskana wartość trendu jest w głównej mierze spowodowana gwałtownym 
wzrostem temperatury obserwowanym od lat 90. ubiegłego wieku. W dekadach wcześniejszych 
fenofazy późnowiosenne nie wykazywały jednoznacznych tendencji zmian.
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