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Summary 

In this paper, we consider the chemical balance weighing designs for estimation of 
individual unknown weights of three objects using D-optimality criterion. We assume that the 
error components create a first-order autoregressive process AR(1). Then, the covariance matrix 
of random errors has known form, which does not have to be identity matrix and depends on 
known parameter .ρ  In this paper, we prove D-optimality of some design from Bora-Senta and 
Moyssiadis (1999), if ),4(mod2≡n  in the whole class of designs for three objects and some 

.0≤ρ  Under these assumptions, we present the necessary and sufficient conditions such that the 
weighing design for three objects is D-optimal. These conditions can be used to construct 
D-optimal designs. 

Keywords and phrases: D-optimal chemical balance weighing design, first-order autoregressive 
process AR(1) 

Classification AMS 2010: 62K05, 05B20 

1. Introduction 

In the paper we consider the chemical balance, where each object can be 
placed on one of two pans (left and right). A reading represents the total weight 
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of the objects on the pans. We would like to choose a chemical balance 
weighing design that is optimal with respect to D-optimality criterion, which we 
define below.  

At the beginning, we introduce a model for chemical balance weighing 
design for three objects. We estimate the true unknown weights 321 ωωω ,,  of 

three objects employing n  measuring operations using a chemical balance. Let 

nyyy ,,, 21 K  denote the observations in these n  operations, respectively. We 

assume that the observations follow the linear model ,εXωy +=  where 

]',,,[ 21 nyyy K=y  is an 1×n  vector of observations, ]',,[ 321 ωωω=ω  is 

the vector of unknown weights of objects, the 3×n  matrix ][ ijx=X  is called 

the design matrix, the vector ]',,,[ 21 nεεε= Kε  is the vector of error 

components.  In the chemical balance weighing design, we suppose that 
)1(1 =−= ijij xx  if the jth object is placed on the left (right) pan during the ith 

weighing operation. We consider the case when the random errors form an 
AR(1) process which implies that ]'0,,0,0[)( K=εE  is an 1×n  nil vector 

and Sε )1/(1)( 2ρ−=Var , where n
dr

dr
1,

|| )( =
−ρ=S  and 11 <ρ<− . We identify 

the design with its matrix .X  
The D-optimal chemical balance weighing design maximizes the 

determinant of the information matrix .' 1XSX −  More precisely, the design X
~

 is 
D-optimal in the class of the designs )1(3 ±⊆ ×nMC , where the set 

)1(±× pnM consists of all matrices with n  rows, p  columns and elements 1 or 

1− , if }.:)'max{det()
~

'
~

det( 11 C∈= −− XXSXXSX   

The case, when the matrix S  is the identity matrix )0( =ρ , is well known 
and the D-optimal designs are considered in many papers (see, e.g. Galil and 
Kiefer (1980), or Jacroux et al. (1983)).  For 0≠ρ , Bora-Senta and Moyssiadis 
(1999) gave some conjectures (based on several exhaustive searches) about D-
optimal chemical balance weighing designs with matrices 

),1(]||[ 3 ±∈= ×nn Myx1X where n1  is the vector of n  ones. These 

conjectures were proved in Li and Yang (2005) and Yeh and Lo Huang (2005) 
for )1,1(),4(mod0 −∈ρ≡n  and .0),4(mod2 >ρ≡n  For some 

01 ≤ρ<−  and ),4(mod0≡n  some construction of D-optimal design in the 

class of designs such that each column of the design matrix X  contains at least 
one 1 and one 1−  were considered in Katulska and Smaga (2010) and Katulska 
and Smaga (accepted).  
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Some results about D-optimal designs in the classes of designs with matrices 
)1(]||[ 3 ±∈= ×nMzyxX  and )1(]|||[ 4 ±∈= ×nn Mzyx1X  for some 0≥ρ  

are given in Katulska and Smaga (2012) and Katulska and Smaga (2011), 
respectively. 

In Theorem 2.5 of paper, we prove the conjecture from Bora-Senta and 
Moyssiadis (1999), if )4(mod2≡n  and some 0≤ρ  in the class ).1(3 ±×nM  
The necessary and sufficient conditions under which the design is D-optimal in 
the class of designs with these assumptions are also given. 

2. D-optimal chemical balance weighing designs 

In this section, we present the main results but first we give some 
definitions and supporting results.  
For any vector )1(]',,,[ 121 ±∈= ×nn Mxxx Kx , we define the numbers 

},11,:{#)( 1 −≤≤−== + nixxics iix  

},11,:{min)( 1 −≤≤−== + nixxifcs iix  

}.11,),(:{min)( 1 −≤≤−=>= + nixxfcsiiscs iixx  

We obtain the following lemma directly from properties of determinants 
(see Horn and Johnson, 1985). 

Lemma 2.1. If )1(±∈ ×pnMX  and G  is the nn×  real matrix, then the 

determinant of the matrix GXX'  does not change if we interchange two 
columns of the matrix X  or we multiply any column of this matrix by .1−  

Below, we remind well known inequality. 

Lemma 2.2. (Fischer's inequality). If 







=

DC

CB
P T is a positive definite matrix 

that is partitioned so that B  and D  are square and nonempty, then 
)det()det()det( DBP ≤  and the equality holds if and only if .0C =  

Lemma 2.3. Suppose that )4(mod2≡n  and 1,,2,1,0 −=λ nK . If 

)1(2)1)(2( 2 ρ−+ρ−−=∆ n , 0≠ρ  and ),1(1 ±∈ ×nMx  then λ=)(xcs  if 

and only if ,4' λρ+∆=Axx  where  
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Proof. The thesis follows from equality 

).(22)1)(2(' 13221
2

nn xxxxxxn −+++ρ−+ρ+−= LAxx  ■ 

The next lemma follows from proofs in Yeh and Lo Huang (2005) and 
some direct calculations. 

Lemma 2.4. Let  
)4(mod2),1(]',,,[,]',,,[ 12121 ≡±∈== × nMyyyxxx nnn KK yx  and 

the matrix A is defined by (2.1). 
(a) If ),()(,1)()( yxyx fcsfcscscs >==  then 

.
))1(2)1)(2)(2)(2((

)1(2)1)(2)(2)(2(
'

11
2

11
2





≠ρ−+ρ−−+−−
=ρ−+ρ−−+−

=
yxiffcsfcsn

yxiffcsfcsn

yx

yx
Ayx  

(b)  If ,2)(,0)( == yx cscs  then 

.
))1(2)1)(2)(2)(2((

)1(2)1)(2)(2)(2(
'

11
2

11
2





≠ρ−+ρ−−−+−
=ρ−+ρ−−−+

=
yxifscsfcsn

yxifscsfcsn

yy

yy
Ayx  

(c)  If ,1)(,0)( == yx cscs  then 

.
)1)()(2(

)1)()(2(
'

11
2

11
2





≠ρ−−−
=ρ−−

=
yxifnfcs

yxifnfcs

y

y
Ayx  

(d)  If  ),(),(,2)(,2/)(,1)( yyyxx scscfcsbcsnfcscs =====  then 
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Now, we formulate new theorems concerning D-optimal chemical balance 

weighing designs under the assumption that the random errors form a process 
AR(1). First, we prove that some design is D-optimal weighing design for three 
objects and some .0≤ρ   

Theorem 2.5. Let 2),4(mod2 ≠≡ nn  and ( ] { }0)2/(1,1 ∪−−−∈ρ n   if 

,22,,10,6 K=n   and ( ] { }0)2/(1),8/(4 ∪−−−−∈ρ nn  if .26≥n  Then 
the design with the matrix  

 ,
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where elements with indices 2,1  and 3 are in positions 

( ) ( ) ( ),3,24/)2(3,3,24/)2(,2,12/ +−+−+ nnn  respectively,  is D-optimal 
chemical balance weighing design for three objects. 
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Proof. (Sketch) The inverse of the matrix S  is equal to AS )1/(1 21 ρ−=− , 

where the matrix A  is given by (2.1). The matrix A  is positive definite. From 
definition of D-optimal design and the inverse of the matrix S  we obtain the D-
optimal design in the class of designs )1(±⊆ ×pnMC  maximizes the 

determinant of the matrix AXX'  among all .C∈X   

From Lemmas 2.3 and 2.4 for the matrix X̂  of the form (2.2), we have  

].)1(4)8()[4(

80)1(2

040

)1(20

det)ˆ'ˆdet( 2ρ−−ρ+∆∆ρ+∆=
















ρ+∆ρ−
ρ+∆

ρ−∆
=XAX

When ,0=ρ  then the matrix A  is the identity matrix and  

.4

02

00

20

det)ˆ'ˆdet()ˆ'ˆdet( 3 nn

n

n

n

−=
















== XXXAX  

Hence X̂  is D-optimal from Jacroux et al. (1983). From now on, we assume 
that .0≠ρ  It is easy to see that the matrix AXX'  is positive definite. By 

Lemma 2.1, we can suppose 1111 === zyx  and consider only the designs 

with matrices  ,]||[ 321 CCC ∪∪∈= zyxX  where 

 },2)(,1)(,1)(:)1(]||{[ 31 ≥≥≥±∈= × γβαγβα cscscsMC n

 },1)(,1)(,0)(:)1(]||{[ 32 ≥≥=±∈= × γβαγβα cscscsMC n

 }.1)()()(:)1(]||{[ 33 ===±∈= × γβαγβα cscscsMC n  

We show that )'det()ˆ'ˆdet( AXXXAX ≥  for all .3,2,1, =∈ iCiX  For 

example, we present the proof if .]||[ 1C∈= zyxX Then from Hadamard’s 

inequality, the determinant of the matrix AXX'  is less or equal to the product 
of the diagonal elements of this matrix, ie ).')(')('()'det( AzzAyyAxxAXX ≤  

From Lemma 2.3, we obtain the inequalities ,4' ρ+∆≤Axx  ,4' ρ+∆≤Ayy  

.8' ρ+∆≤Azz  Therefore we conclude )8()4()'det( 2 ρ+∆ρ+∆≤AXX  and 

)8()4()ˆ'ˆdet()'det()ˆ'ˆdet( 2 ρ+∆ρ+∆−≥− XAXAXXXAX   

,0]1)2()112()2()[4(4 23 >−−−−+−−+∆= ρρρρ nnn  
which completes the proof. ■ 
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From the proof of Theorem 2.5, it follows that the design X̂  given by (2.2) 
is D-optimal in some large subclass of the class )1(3 ±×nM  for all 

},0{)]2/(1,1( ∪−−−∈ρ n what we describe in the following corollary. 

Corollary 2.6. If }0{)]2/(1,1( ∪−−−∈ρ n  and ,2),4(mod2 ≠≡ nn  then 

the design X̂   given by (2.2) is D-optimal in the class  

}.1)()()(2)(,1)(,0)(:)1(]||{[ 3 ===≥≥≥±∈ × γβαγβαγβα cscscsorcscscsM n   

 
Now, we prove some necessary and sufficient conditions under which the 

design for the three objects is the D-optimal. 

Theorem 2.7. If n  and ρ  are the same as in Theorem 2.5, 

)1(]||[ 3
**** ±∈= ×nMzyxX , then the design *X  is D-optimal in the class of 

designs for three objects if and only if 

 

















ρ+∆ρ−±
ρ+∆

ρ−±∆
=

80)1(2

040

)1(20

' ** AXX   (2.3) 

exact to permuting columns of the matrix .*X   

Proof. We present the proof if .0≠ρ  First, we prove the sufficient condition.  

If the design *X  satisfies the equality (2.3), then by Theorem 2.5 we obtain 

),ˆ'ˆdet()'det( ** XAXAXX =  so the design *X  is D-optimal in ).1(3 ±×nM  

Now, we present the necessary condition. Assume that *X  is the D-optimal 
design for three objects. So by Theorem 2.5, we conclude that 

].)1(4)8()[4()ˆ'ˆdet()'det( 2** ρ−−ρ+∆∆ρ+∆== XAXAXX  From the 

proof of Theorem 2.5, we obtain )'det()'det( ** AXXAXX >  for all designs 

,\)1(3 BM n ±∈ ×X  where 

.
2

)()(,
2

)(,2)(,1)(,0)(:]||[






 ≠−===== n

fcsscs
n

fsccscscsB γγβγβαγβα  

If ,* B∈X  then from Lemma 2.3 it follows that 

ρ+∆=∆= 4',' **** AyyAxx  and .8' ** ρ+∆=Azz  By Lemma 2.1:  

]).||[]'||det([)'det( ******** yzxAyzxAXX =  
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From Fischer’s inequality, we obtain the following inequality 

 ].)'()8()[4()'det( 2**** AzxAXX −+∆∆+∆≤ ρρ   (2.4) 

The equality in (2.4) holds if and only if .0'' **** == AzyAyx  Moreover, 

from the fact that 2/)()( ** nfcsscs ≠− zz  and Lemma 2.4 (b), it follows that 
22** )1(4)'( ρ−≥Azx  and the equality holds if and only if 

).1(2' ** ρ−±=Azx  Therefore, we obtain the following inequality 

 ).ˆ'ˆdet(])1(4)8()[4()'det( 2** XAXAXX =−−+∆∆+∆≤ ρρρ   (2.5) 

But as we noted at the beginning of the proof in the inequality (2.5) there must 

be equality. So )1(2',0'' ****** ρ−±=== AzxAzyAyx  and the matrix 
** 'AXX  has the form (2.3). ■ 

Theorem 2.8. Let 2),4(mod2 ≠≡ nn  and ( ])2/(1,1 −−−∈ρ n  if 

,22,,10,6 K=n  and ( ])2/(1),8/(4 −−−−∈ρ nn  if .26≥n  Then the 

design )1(]||[ 3
**** ±∈= ×nMzyxX  is D-optimal in the class of designs for 

three objects if and only if ,0)( * =xcs  ,1)( * =ycs  2)( * =zcs  and 

,2/)( * nfcs =y  ,14/)2()( * +−= nfcs z  14/)2(3)( * +−= nscs z  exact to 

permuting columns of the matrix .*X   

Proof. The sufficient condition is easy to see, because from Lemmas 2.3 
and 2.4, we conclude that the matrix ** 'AXX has the form (2.3) and hence by 

Theorem 2.7, the design *X  is D-optimal design for three objects. Proof of 
necessary condition is as follows. Let *X  be the D-optimal design for three 
objects. So the matrix ** 'AXX  has the form (2.3) by Theorem 2.7.  

From Lemma 2.3, it follows that ,0)(' *** =⇔∆= xAxx cs   

1)(4' *** =⇔ρ+∆= yAyy cs  and .2)(8' *** =⇔ρ+∆= zAzz cs  
Moreover, from Lemma 2.4 (c), we have 

,0)1)()(2(' 2*** =ρ−−±= nfcs yAyx  so .2/)( * nfcs =y  From the equality 

)1(2' ** ρ−±=Azx  and Lemma 2.4 (b), we obtain  

.12/)()( ** −=− nfcsscs zz  Hence and from the fact that 0' ** =Azy  we 
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have (by Lemma 2.4 (d)) ,2/)( * nfcs <z  2/)( * nscs >z  and hence 

0)1)()()((2' 2**** =ρ−−+±= nscsfcs zzAzy  which implies 

.)()( ** nscsfcs =+ zz   

Therefore ,14/)2()( * +−= nfcs z  .14/)2(3)( * +−= nscs z  So the thesis is 
proved. ■ 

Using Theorems 2.7 and 2.8, D-optimal chemical balance weighing designs 

(other than X̂ ) for the three objects under the assumption that the random errors 
form a process AR(1) can be constructed. 
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