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S u m m a r y. The paper presents a novel method of anal-
ysis of energy price movement with use of sample entropy, 
which is used to measure the complexity or information content 
of a given data set (time series). This technique is used to verify 
the effi cient market hypothesis. The results show that although 
the price movement is nearly random, there is a statistically 
signifi cant difference from a completely random walk.

K e y  w o r d s : energy price, effi cient market hypothesis, 
sample entropy.

INTRODUCTION

Prices of fossil energy sources are crucial for the en-
ergy industry and the economy of countries, regions and 
the world. The crude oil cost increase observed over the 
last few years has been a challenge not only to individual 
consumers but even more, to companies whose economy 
is highly dependent on the cost of energy. In the crisis 
conditions there is a need to fi nd new approaches towards 
increasing the effi ciency of fi nance management [12]. 
The energy cost has a great impact on people life qual-
ity: International Monetary Fund estimates that a crude 
oil price growth of 5 USD per barrel results in economy 
development rate decrease by 0.3 % [16]. Increasing fuel 
costs result in increased production costs in the whole 
industry, especially in agriculture [17].

Another group of people interested in crude oil price 
behavior are investors, who try to profi t from price move-
ment. Recently, many internet-based trading platforms 
have been made available to individual investors, who 
can implement their trading strategies easily. For all the 
groups: individual investors, institutional investors and 
company management, to be able to forecast the future 
cost of energy means profi t. With this in mind, the author 
would like to look at the effi cient market hypothesis, 
which in general states, that the price of a given asset 

responds quickly and accurately to relevant information, 
so that the future price is unpredictable [3]. 

The classical defi nition of market effi ciency from 
1976 by Jensen is as follows: A market is effi cient with 
respect to information set 

t
 if it is impossible to make 

economic profi ts by trading on the basis of information 
set 

t
. [11] quoted after [19].

Many authors try to address the question of market 
effi ciency with unconclusive results [6]. In this paper 
the author employs sample entropy method to verify 
the hypothesis.

SAMPLE ENTROPY

Entropy is a way to measure complexity or dynam-
ics of a given time series. Shannon entropy is classically 
defi ned as [5,4]:
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where: X represents a random variable with a set of 
values  and p(x

i
) is a probability that X will be equal 

x
i
. For a time series representing output of a stochastic 

process, joint entropy is calculated. A major disadvantage 
of this defi nition of entropy is that its value strongly 
depends on the length of the time series.

In 2000, Richman and Moorman proposed a new 
algorithm for the calculation of entropy, called sample 
entropy (S

E
) [15], which is a function of the time series 
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N
}, template length m and tolerance r. In 

order to calculate S
E
, the algorithm fi nds the fi rst m-

length sequence (template) of data points and then looks 
for matching pattern through the rest of the series. The 
pattern is considered as matching if the consequent data 
points are within a distance of r to the corresponding 
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points of the template. The number of matches is counted 
as nm. Then the same procedure is performed for the m+1 
- length sequence and the number of matches counted 
as nm+1. The whole process is repeated until the end of 
the time series is reached. In this way S

E
 is defi ned as:
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The difference between n m and n’ m is such that in n’ m

self-matches are not counted. For an illustration of how 
the S

E
 is calculated, the reader is referred to reference [5].

S
E
 is precisely equal to the negative of the natural 

logarithm of the conditional probability that sequences 
close to each other for m consecutive data points will 
also be close to each other when one more point is added 
to each sequence [5]. When entropy is calculated in the 
previously stated method, it is less dependent on the 
length of the time series. 

Sample entropy has been widely used in analysis of 
bioelectrical signals, mainly ECG and EEG [2,18,13,2]. 
Recently some attempts have been made to employ this 
technique in analysis of various markets (stocks and 
commodities) [1,14,8]. This paper aims to use Sample 
entropy to verify the Effi cient Market Hypothesis. 

DATA, METHODS AND TOOLS

The data that was used for the analysis was daily spot 
price of brent type crude oil for the years 1988 - 2011 (6091 
points). The data is freely available from the Internet [20]. 

There is no consensus on how the prices of energy 
sources should be modeled [9]. In the presented study the 
author decided to take subsets of the original data points 
in two ways. The fi rst method is to simply divide the data 
into periods of calendar years (approximately 255 points, 
depending of the year) and then calculate sample entropy 
for each period as described below. The second is to create 
subsets consisting of z data points continually for all points 
of the main dataset starting at point z until the end of the 
set according to the following expression:

  Y
i
= {x

i-z
, x

i-z+1
, ..., x

i
}, (3)

in which Y
i
 is the subset calculated for the i-th point 

of input data. It is clear from looking at the equation 
that the smallest i for which the subset Y

i
 can be created 

equals z+1. In analogy to a moving average indicator used 
widely by technical traders, S

E
 calculated for subsets Y

i

will be called “moving entropy” in this paper. The mov-
ing entropy was obtained for z=200.

Once the subsets are obtained, the data must be 
prepared for entropy calculation. As, according to the 
description presented in the previous subsection, the 
entropy algorithm looks for patterns and the price has 
various ranges, the value will be recalculated to ob-

tain the day-to-day price difference Z
j
using the equat -

ion (4):

  Z
j
= Y

j
-Y

j-1
. (4)

Then the data must be normalized so that the mean 
value of the subset is equal to 0 and standard deviation 
is 1. This can be illustrated by equation (5):
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where:
v

i
 is the price difference at point i,

v
si
 is the normalized value of v at point i,

(v) is arithmetic mean of all points of v,
(v) is standard deviation of all points of v.

For each of the subsets S
E
 was calculated with typical 

parameters used widely: template length m=2 and toler-
ance r=0.15. The scripts used were based on the examples 
found on the Physionet website [10] and executed in the 
Octave programming environment [7]. 

In order to verify the Effi cient Market Hypothesis, 
sets of random data points with normal distribution were 
generated. Its length depended on the subset length and 
for the yearly entropy comparison it consisted of 248 sam-
ples (lowest number of data points in the years analyzed) 
and for the moving entropy - 200. The number of test 
sets was equal to number of subsets of the original data 
according to each method: 24 for the 24 years used for 
yearly analysis and 5891 subsets for the moving entropy 
comparison. Additionally, to see some statistical proper-
ties (especially possibly maximum and minimum values) 
of S

E
 calculated for normal distribution 50 000 data sets of 

lengths respectively 248 and 200 samples were generated. 
Than, a statistical t-test was performed to verify whether 
the difference between entropies calculated for price 
data subsets and random sets is statistically signifi cant. 

RESULTS

Table 1 presents the S
E
 values for daily crude oil price 

in the years 1988-2011, table 2 summarizes its statistical 
properties and table 3 shows statistical properties of S

E

calculated for 50000 samples calculated for data set of 
248 points with normal distribution. 

The p-value for statistical two-tailed t-test performed 
for 24 S

E
 values obtained for yearly oil prices and 24 

sets of 248 samples of random numbers with normal 
distribution is equal to 0.018 which proves that there is 
statistically signifi cant difference between the groups.

Figure 1. presents daily brent price for the years 1988 
- 2011 along with moving sample entropy. Because the 
fi rst 200 points are needed to calculate the fi rst value of 
the indicator, there fi rst value is presented for point 201 
on the chart.

The p-value for statistical two-tailed t-test performed 
for 5891 subsets of 200 points of daily oil price and 5891 
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Ta b l e  2 .  Main statistical properties of SE calculated for 
crude oil prices for the years 1988 - 2011.

Maximum Minimum Arithmetic mean

2.569 1.545 2.335

Ta b l e  3 .  Main statistical properties of SE calculated for 
50 000 sets of 248 normally distributed points.

Maximum Minimum Arithmetic mean

2.857 2.138 2.485

sets of 200 points of normally distributed random values 
is well below 0.0001. 

CONCLUSIONS

At the fi rst look, the results of the analysis would 
support the Effi cient Market Hypothesis: in most cases 
the values of the sample entropy calculated for lie within 
the range of SE values for random data sets. This would 
suggest that the price movements are random and it is 
not possible to forecast its future direction. 

However if we take into consideration the results 
of the t-tests, it is clear that the behavior of the price is 

not random. The p-value for the yearly entropies for oil 
price and random data sets groups refl ects the fact that 
the probability of the null hypothesis (i.e. that the two 
groups are not statistically different) is 0.018 which is 
very low. Traditionally, a level of 0.05 is considered as 
proving statistical signifi cance. The value p-value for the 
moving sample entropy/sample entropy for random data 
sets is even lower. 

The results show that the sample entropy value for 
crude oil price is lower than for randomly generated data 
with normal distribution, which means that the price 
change are more predictable than a purely random walk. 
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ANALIZA ENTROPII ZMIENNO CI CEN ENERGII

S t r e s z c z e n i e . Artyku  przedstawia nowoczesn  meto-
d  analizy zmienno ci cen energii przy wykorzystaniu sample 
entropy, która to wielko  jest u ywana do okre lania z o ono-
ci oraz zawarto ci informacji w danym zbiorze danych (sze-

regu czasowym). Technika ta jest wykorzystana do weryfi kacji 
hipotezy efektywno ci rynku. Wyniki wskazuj , e pomimo e
ruchy cen s  niemal e losowe, istnieje statystycznie istotna ró -
nica w porównaniu z czysto losowym ruchem cen.

S o w a  k l u c z o w e : cena energii, hipoteza efektywno ci
rynku, sample entropy.


