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S u m m a r y. The paper presents an algorithm for the cal-
culations of a network of relationships using the critical path 
method, the correlations for the total, free, conditional and 
independent slack time, the correlations for all kinds of rela-
tionships between the tasks: FS, SS, FF, SF. An example of 
a network with modifi cations has been presented.

K e y w o r d s : project management, quantitative methods, 
critical path method

INTRODUCTION

Quantitative methods of project management date 
back to the beginning of the XX century. Already before 
WWII a Pole, Karol Adamiecki, created the foundations 
of the quantitative time management in projects and 
rhythmical production. H. Gantt, F. Taylor, Ch. Babbage, 
the team of the professor P. Blacket, also contributed to 
the development of the quantitative method. Another 
step was the creation of the critical path method by Du 
Pont engineers and the simultaneous production of the 
Polaris ballistic missile along with the development of 
the PERT method. These methods could not advance 
due to a lack of calculation tools. Ever since personal 
computers advanced suffi ciently the quantitative methods 
should have been sidetracked, yet this is not the case. 
Despite availability of sophisticated software for project 
management the software is not properly used. There is 
no knowledge on the mathematical quantitative methods 
used in the software. On many occasions huge projects 
involving over 10 thousand tasks are planned manually 
and the project management software is merely there 
for printing purposes. The plans are prepared due to 
the requirements of public procurement or insurance 
companies but later they are sent directly to the archives 
and the project is managed by intuition. The aim of this 
paper is to acquaint the reader with the basics needed 
to employ the quantitative methods of managing time in 

project management and prepare the reader to use the 
software based on these methods.

WORK BREAKDOWN STRUCTURE

When organizing projects it is necessary to determine 
the aim of the task, the basic project checkpoints (mile-
stones), the tasks that will be realized, duration of these 
tasks, used resources, expenses etc. After determining 
of the project aim a multilevel work breakdown structure 
is created (WBS) formed through a decomposition of 
the subsequent elements aiming at putting all the tasks 
together that will be realized during the project. In order 
o identify the individual tasks the structure is encoded. 

The work breakdown structure constitutes the basis 
for work planning, estimation of resources and expenses, 
determination of the scope of works, determination of 
the development path and the inspections, assignment 
of responsibility, risk identifi cation and introduction 
of changes. The benefi t resulting from the application 
of WBS is easy retrieval of information from previous 
projects with similar tasks, processes, assembly and com-
ponents, the possibility of determining of the purchas-
ing needs and specifi cations, the possibility of using 
joint integrated management system - joint databases, 
documentation, quotations, budgets, technical drawings, 
fi nancial accounting systems as well as the possibility of 
performing of the cost analysis and other data. 

The work breakdown structure is used on many mana-
gerial levels. Depending on the needs of the recipient it is 
possible to analyze information on different levels of the 
structure taking into account their different detail level. 
The highest level managers need consolidated informa-
tion available at higher WBS levels while the lower level 
employees are interested in details characteristic of the 
lower levels.
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The responsibility for the preparation of the work 
breakdown structure is on the side of the project manager. 
The WBS may be created through a top-down method 
(method dictated by the higher levels of authority), when 
the main scaffolding of the structure is created by the 
project manager and higher level managers and the de-
tailed work is defi ned by the line managers. The bottom-
up method consists in preparing of the structure from 
detail to general. This method is usually applied when 
the structure is created based on the already existing 
projects, the results to be achieved are known and the 
structure is composed of known elements. The structure 
is developed by employees of lower level and people 
responsible for the work realization and the adjustments 
and acceptance is done by the project manager. It is worth 
involving important interested parties such as clients in 
the WBS creation.

An example of work breakdown structure has been 
presented below.
 Level 1 Level 2 Level 3 Level 4

 0. Building a house
0.1. Foundation

   0.1.1. Digging the foundation
   0.1.2. Shuttering
   0.1.3. Pouring concrete

0.2.  Construction of a building
   0.2.1.  Construction of a basement 

ceiling 
   0.2.2. Building walls
    0.2.2.1.  Building partition 

walls
    0.2.2.2.  Building load 

bearing walls
   0.2.3. Construction of a tie beam

0.3. Construction of a roof
   0.3.1. Fixing the ceiling
   0.3.2.  Construction of the roof ele-

ments
   0.3.3. Roofi ng

0.4. Installations
   0.4.1. Water and sewage
   0.4.2. Central heating

0.5. Project management
   0.5.1. Project organization
   0.5.2. Planning
   0.5.3. Project supervision
   0.5.4. Documentation

NETWORK METHODS 
OF PROJECT MODELING

After the task has been identifi ed a network model of 
a project is created. The tasks are set one after another 
in a technological order of performance. The basis of the 
network is digraphs i.e. ordered sets of vertices (nodes) 
and arches (edges) with one source and one exit:

  G={ W(G),L(G) } (1)

The network is identifi ed as a set of ordered threes:

  S = [ W, L,  ] (2)

: W x W L (3)

where:
G digraph,
W set of graph vertices,
L set of graph branches,
S network,

relation.

In networks the arches are assigned weights. An 
ordered pair on the graph is presented with arrows con-
necting individual nodes oriented from the beginning 
of the arch to its end. The length of the graph arches 
does not represent the actual lengths between the edges 
but only represents the order of their occurrence. In the 
graphs showing the realization of the projects paths are 
determined i.e. such sets of vertices in which they occur 
only once and in which the arches are different. The long-
est path in the network is referred to as sensitive path, 
critical path or decisive sequence of tasks. The projects 
can be presented in the form of graphs where the vertices 
are assigned events and the arches are assigned tasks 
(tasks at the edges of the graph) or where the vertices 
of the graph are assigned tasks and the edges represent 
their technological order of performance (tasks in the 
graph nodes). The arches in these graphs are assigned 
weights denoting, for example, the duration of the task. 
The events (tasks) are assigned a date. In order to un-
equivocally determine the graph we only need to enter 
the set of ordered pairs and the values of the nodes or 
arches. The neighborhood matrices are determined too 
(for the edges or the vertices) or the incidence matrices 
(of the neighborhood of edges and arches). Additionally 
for identifi cation of the network the weight matrix has to 
be specifi ed. In this paper only simple network without 
multiple edges will be considered. One pair of nodes 
will always be assigned an arch. Cyclic networks (with 
loops) i.e. edges connecting the same vertices will not 
be considered.

CRITICAL PATH METHOD

Critical Path Method (CPM) has been discussed in 
many publications, yet these publications present only 
the simplifi ed form of calculation. Calculation methods 
are not presented for other relations than the fi nish of 
the predecessor task-beginning of the successor task. 
Not all the types of slack times (only total and free) are 
discussed. The principles of Project modeling through 
the Critical Path Method are thus worth revisiting.

The Critical Path Method is a fully deterministic 
method. It assumes both the deterministic value of dura-
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tion of individual tasks and the deterministic construction 
of the network of relations.

The CPM was developed going on the assumption 
that there are no limited resources. Such networks can 
obviously undergo optimizations in terms of resources 
availability upon construction of the network taking into 
account the logical sequence of tasks only. 

The network calculations are performed in two stages. 
In the fi rst stage (forward calculations) the earliest dates 
of the occurrence of all the events are set. In the second 
stage the latest dates of the occurrence are set. Below the 
algorithm of the network calculation has been presented.

N e t w o r k  c a l c u l a t i o n  a l g o r i t h m

Stage I
1. Setting the start date of the project 
2. Setting the earliest start dates of all tasks
3. Setting the earliest fi nish dates of all tasks
4. Setting the fi nish date of the project

Stage II
1. Setting the latest fi nish date of the project (most fre-

quently this date is set as equal to the earliest fi nish 
date of the project)

2. Setting the latest fi nish dates of all tasks
3. Setting the latest start dates of all tasks
4. Setting the slack time
5. Setting the critical path

In the calculations the following symbols have been 
used:

WS early start,
WK early fi nish,
PS late start,
PK late fi nish,
ZC total slack,
ZS free slack
ZW conditional slack,
ZN independent slack,
t duration of task,
p, poprz predecessor task
n, nast. successor task

Upon performing of the calculations for the assumed 
durations the optimization of the network is carried out 
taking into account the availability of resources and other 
adopted criteria.

In the fi rst stage the start date of the project is set. 
In non-computer calculations the start date of the project 
is zero. Computer software assumes the start date of the 
project as a date given by the operator. 

Another step in the calculation of the fi rst stage is 
setting the earliest dates of all events. For each task the 
earliest start date needs to be set. Then the earliest fi nish 
date WK of this task is set, which is equal to the sum of 
the earliest start date WS and the duration of the task t.
If, in the analyzed event, several tasks are fi nished we 
need to calculate the fi nish date of each of them and as 
the date of occurrence of the event we need to assume 

the greatest number because the successor task may start 
when the longest of the predecessor task is fi nished.

  WK=max (WS + t) (4)

Upon the completion of the calculations for all the 
tasks we obtain information on the earliest fi nish date 
of the project.

The second stage of the calculations begins with 
setting the latest admissible fi nish date of the project. 
Most frequently, the earliest fi nish date of the project is 
assumed (the same as in the fi rst stage of the calcula-
tions). This could also be a different date – a date set by 
a directive. The next step is setting the latest dates for 
the occurrence of all events. For each task fi rst we need 
to set its latest fi nish date PK. Then the latest start dates 
PS of the tasks are set. The latest start date of a task PS
equals the difference between the latest fi nish date of the 
task and the duration of the task t. If in an event several 
tasks are started we calculate the latest start dates of 
these tasks and as the latest date of the event occurrence 
we assume the least number. This ensures completion of 
the project in the assumed time.

  PS = min (PK - t) (5)

Upon completing the calculations for the tasks we 
can determine different types of slack times. The total 
slack time ZC is a minimum determined based on the 
calculations for the start and fi nish dates of the tasks. 
The total slack time can be determined as a difference 
between the latest fi nish date of a task and the earliest 
fi nish date of the same task. The total slack time can 
also be determined as a difference between the latest 
start date of a task and the earliest start date of the same 
task. The total slack time value is assumed as the least 
value of the two calculations.

  ZC = min {(PK - WK), (PS - PS)} (6)

The total slack time is common for all tasks in one 
sequence. If it is used by the earlier tasks the later tasks will 
lose this slack time. It comprises all other slack times. If it is 
zero then the other slack times are also zero. The task under 
analysis is performed as early as possible. The subsequent 
task is performed as late as possible. The total slack time 
is also a difference between the latest start of the successor 
task (if there are several successor tasks we should choose 
the least value) and the earliest fi nish of the actual task. 

Free slack time ZS is a difference between the earli-
est start date of the successor task (if subsequently there 
are several successor tasks we should choose the least 
value) and the earliest fi nish date of the actual task. The 
predecessor task is performed as early as possible. The 
actual task is performed as early as possible. The suc-
cessor task is performed as early as possible. 

  ZS = min (WS
nast

) - WK (7)
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This slack time can be used and the successor tasks 
will not lose their slack time, yet the predecessor task 
must be performed in the earliest possible time.

Conditional slack time ZW is a difference between the 
minimum value of the latest start dates of the successor 
tasks and the sum of the maximum value of the latest 
fi nish dates of all predecessor tasks and the duration of 
the task for which the conditional slack time is calculated. 
The predecessor task is performed as late as possible. The 
actual task is performed right after the predecessor. The 
successor task is performed as late as possible.

  ZW = min (PS
nast

) – {max ( PK
poprz

) + t } (8)

The slack time allows performing the predecessor 
tasks at any time. The use of this slack time forces the 
performance of the successor task at the latest time i.e. 
all slack times of the successor tasks in this sequence 
will be used. The conditional slack time comprises in-
dependent slack time. 

Independent slack ZN is a difference between the 
minimum value of the earliest start dates of all successor 
tasks and the sum of the maximum value of the latest 
fi nish dates of all predecessor tasks and the duration of 
the task for which the conditional slack time is calculated. 
The predecessor task is performed as late as possible. 
The actual task is performed right after the predecessor. 
The successor task is performed as early as possible.

  ZN = min (WS
nast

 ) – {max ( PK
poprz 

) + t}

This slack time provides information in what time 
the task can be performed without infl uencing the per-
formance of the successor and predecessor tasks. They 
can be performed in times determined in the calcula-
tions and the independent slack time will remain in-
tact. This slack time can assume negative values, which 
means that it is impossible to perform the actual task as 
late as possible and the successor task as early as possible. 

The negative value indicates how many units of time the 
successor task needs to shift to be after the actual task.

The longest sequence of tasks in duration in the whole 
project is the critical path. This is at the same time a se-
quence that does not have slack times or has the least 
slack times of all sequences of tasks. The tasks on the 
critical path are subject to particular supervision on the 
side of the project manager. If any of the tasks on this 
path extends in time then the whole project will extend 
in time by the same amount of time. If the tasks on this 
path are shrunk in time the whole project may be fi nished 
earlier (but not always) by the time the critical path was 
shrunk. Upon shrinking of the critical path other paths 
may appear that may be longer than that being shrunk. 
In such a case the critical path becomes the longest path 
in the whole project. In a project there may be several 
critical paths. Then, completion of a project is dependent 
on the tasks on each of these paths.

In a project the tasks can be correlated in different 
ways. The basic and default relationship is the fi nish-
start (FS) relationship. With this relationship when the 
predecessor task is fi nished we can start the successor 
task. The start-start (SS) relationship allows placing the 
start of the successor task after the start of the predeces-
sor task. In the fi nish-fi nish relationship after fi nishing 
of the predecessor task fi nishing of the successor task 
takes place. The most controversial is the start-fi nish 
(SF) relationship. Here, after the start of the technologi-
cally predecessor task the fi nish of the technologically 
successor task is placed. Obviously, the fi rst in time will 
be the task that fi nishes fi rst, yet this fi nish depends on 
the start of the task that is placed as the successor in 
time. An example could be the change of the shifts of the 
security personnel. The employee can only end his shift 
if the next employee comes in to replace him.

Below complete relations have been presented for the 
determination of dates and slack times in the network.

Each successor task can be shifted against the pred-
ecessor by a relative or absolute period of time. Super-

 

Predecesor

WS WK

Predecesor

WS WK

Actual task

WS WK

Succesor

PS PK

Total Slack

Actual task

WKWS

Succesor

WS WK

Free slack

Predecesor

PS PK

Actual task Succesor

PS PK

Conditional Slack

Predecesor

PS PK

Actual task Succesor

WS WKIndependent

Slack

F ig. 2. Types of slacks for the same task presented in the time scale.
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imposing of rigid time schedules of the task realization 
is also possible.

D e p e n d e n c e s  o f  t h e  c a l c u l a t i o n s 

f o r  d i f f e r e n t  r e l a t i o n s  i n  t h e  n e t w o r k

Stage I of the calculations
Calculating the earliest start for the successor task

For the relationship FS: WS
n
 = WK

p
 +  (9)

For the relationship SS: WS
n
 = WS

p
 +  (10)

For the relationship FF: WS
n
 = (WK

p
 + ) - t

n
 (11)

For the relationship SF: WS
n
 = (WS

p
 + ) - t

n
 (12)

Of all the WS
n
 value select the greatest value

Calculating the early fi nish of the successor task

  WK
n
 = WS

n
 + t

n
(13)

II stage of the calculations
Calculating the latest fi nish of the predecessor task

For the relationship FS:  PK
p
 = PS -  (14) 

For the relationship SS: PK
p
 = (PS

n
 - ) + t

p
(15) 

For the relationship FF: PK
p
= PK

n
 -  (16) 

For the relationship SF: PK
p
 = PK

n
 -  + t

p
(17)

Of all the PK
p
 values select the least value

Calculating the latest start of the predecessor task

  PS
p
 = PK

p
 - t

p
(18)

Total slack time

ZC = min { (PS
p
 – WS

p
) , (PK

p
 – WK

p
) } (19)

Free slack time

For the relationship FS: ZS = (WSn – WKp) -  (20) 

For the relationship SS: ZS = (WSn – WSp) -  (21) 

For the relationship FF: ZS = (WKn – WKp) -  (22) 

For the relationship SF: ZS =  (WKn – WSp) -  (23)

Of all the calculated free slack times select the least 
value

Example of the network of relations calculated with 
critical path method has been presented in fi gure 1. 

The calculations have been performed with the criti-
cal path method.

CONCLUSIONS

There are many methods of quantitative modeling 
of projects. Aside from the critical path method such 
methods were developed as the PERT method that takes 
into account the probabilistic characteristics of the task 
duration, the fully probabilistic GERT method, the method 
of critical chain taking into account only time and delay 
management or the earned value method whose pur-
pose is to manage the realization of the project. A va-
riety of methods optimizing the project have also been 
developed.

This paper aimed at consolidating the knowledge 
related to the basics in the network calculations with the 
use of the critical path method. It is the computer tools for 
project management that most frequently use this method. 

FS + 10
5 5

0 0 5

0

A 0

2 19

19 2 21

17

E 2

3 18

15 0 18

15

B 0

2 14

16 4 18

12

C 4

3 21

18 0 21

18

D 0

2 23

21 0 23

21

F 0

SS - 3

FF + 1

Duration Early finish

Late start Total slack Late finish

Early start

Task name

Fig. 1. Example of the network of relations drawn with the method activities on nodes.
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The exploration and full comprehension of the course of 
the calculations will enable a successful understanding 
of computer software for project management.
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METODY ILO CIOWE ORGANIZACJI CZASU 

W ZARZ DZANIU PROJEKTAMI

S t r e s z c z e n i e . W pracy przedstawiono algorytm obli-
cze  sieci relacji u ywaj c metody cie ki krytycznej, korela-
cji dla sumarycznego, wolnego, warunkowego i niezale nego
czasu lu nego, korelacji dla wszystkich rodzajów relacji mi -
dzy zadaniami: FS, SS, FF, SF. Zaprezentowano przyk ad sieci 
z modyfi kacjami.

S o w a  k l u c z o w e : zarz dzanie projektami, metody 
ilo ciowe, metoda cie ki krytycznej.


