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Summary

The method of parameters estimation in growth cameeel with time moving concomitant
variables considered in this paper is a peculiae i the new two-stage method. Two methods:
the first one given here and the second iteratiethod proposed by Wesotowska-Janczarek
(1995) are compared using real data. Those da& eeemected with studying the fruit-bearing of
different raspberry cultivars when the effect af theteorological elements were eliminated.
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1. Introduction

The sum of profiles model was proposed by von Rq4685) and inde-
pendently it was also proposed and used to theg/sinalf experimental data by
Verbyla and Vanables (1988). Since then many profleonnected with this
kind of models have been considered by many authosome papers only two
profiles are taken into consideration while in tithers more of them. The ge-

neral model sum of profiles is a forih= ZA BT, + E and it is regarded as
i=1
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the extended growth curve model. It is worth remeriny that the growth

curve model has been proposed by Potthoff and R8&§4). In the model given

by them there was only one profile and then oneimaft curves coefficients

that have to be estimated. These curves are polafeowhich describe changes
of the studied feature in time.

Many of the papers concerned with sum of profileglets solve statistical
problems in the case of different polynomial dedmevarious groups of units,
then some matrices of parametBrare in the model. For example, it is present
in von Rosen’s paper (1989).

One of the groups of models with two profiles reftw the case when de-
pendence between studied feature and concomitaables moving in the time
are taken into consideration. In this case, thst firofile is connected with
changing feature in the time and the second onimatefelation between fea-
ture and concomitant variables. These kinds of isogtere considered by We-
sofowska-Janczarek and Fus (1996), Wesotowska-degic1996a, 1996b),
Wesotowska-Janczarek and others (1997).

In this group there can be distinguished some kiridsodels depending on
homogeneity of experimental units and on the faottiver reaction for all units
on concomitant variables is the same or this readtr separate groups is dif-
ferent. For example, the influence of meteoroldgidements on plants of various
cultivars can be the same or different.

Then two profiles model can be considered as onkesle forms:

Y=1BT+1 y'X +E (1.1)

when all units are homogeneous and the influenamofomitant variables for
all units is the same,

Y =ABT +1 y'X +E (1.2)

when units are divided inta groups and the influence is the same for all units
and

Y=ABT+A'X+E (1.3)
for a groups of units and when reaction to these groupsamcomitant va-

riables is different. Values of concomitant varesdbkan be, in successive time
points, the same for all units, for example in egjtural experiments where all
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plants are growing on field in the same conditidik® temperature or rainfall,
or can be different as it is in economical or metstudies.

Maximum likelihood estimators of curve coefficierdad covariance ma-
trix for these models were given in papers by Wasska-Janczarek and Fus
(1996) and Wesotowska-Janczarek (1996a). It istwooticing that estimators
in the model (1.2) are obtained by an iterativehmdtwhich makes difficult to
study their properties. Moreover, it is not possitdl study a different influence
of concomitant variables on the feature in varitioe points. To remove these
difficulties a new two-stage method of estimaticavér been proposed. This
method joins elements of two methods: two-stagensegy unrelated regre-
ssion (SUR) given by Zellner (1962) and common ginogurve method given by
Potthoff and Roy (1964). The suggestion of this meethod, named hereafter
two-stage method for model (1.2) was given by Waaseka-Janczarek (2007).
The aim of this paper is to show the applicatiorthi¢ method in the case of
model (1.2) and to compare it with the iterativetimoe using real data.

2. SUR Method

Let Y =[y;,Y,,.-Y,] be nxp matrix of observations of feature on

experimental units ip time points. The columns of denoted byy; containn
measurements taken arunits in point of (j =1,...,p). Moreover, each of

is in regression relation witk; concomitant (predeterminant) variables xof
This relation can be noted in the form

y; = XB; +u;; j=1...,p, (2.1)

whereX; is nxk; matrix for eaclj the known value of concomitant variables

in j time point for each ofi elementsf; is a vector ok unknown regression

coefficients andl; is nx1 vector of random errors.
In the first step of SUR estimators §if; are obtained by least square

method. They are as follows:

B, =(X|X,)*X!y, for j=1..,p. (2.2)
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The covariance matrix ofy is of the form 2, =2, 01, where
2, =lo ], butif it is not known as the estimator &f, can be used a matrix

obtained using estimators fif, given in (2.2). Then
0j=yj—Xij (2.3)

and

] ~ A~
Zu:[aljaj]:[(yj_Xjﬁj)'(yj_le}j)]' (2.4)
pp
This estimator is used in the second step of SUgdtaect all estimators df ; .
Now, columns ofY are arranged into vectgr = vec(Y) and systenp equa-

tions (2.1) may be written as

X, 0 .. O0||B] e
0O X, .. O i e .

y = ’ Bol 1% =5 +E. (2.5)
0 0 .. X,||B,]| |&

Using this equation, estimators pf can be obtained by weighted least squares
method.

B = (XE X)X =y (2.6)

where 2 has to be replaced by the estimator given in (2.4)
Obtained in this way, corrected estimafbr is more efficient tharp; (for

] =1...,p) given by (2.2). It is worth noticing thaﬁ* is the best unbiased

linear estimator.
Estimators obtained in the first step and in theoed one are the same

when uju; =0 for all j# ', or if all matricesX are equal, that is

X, =X, =...= X,. If yis normally distributed therﬁ* is maximum likeli-
hood estimator.
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3. Iterative method

We consider now parameter estimation method irgtbevth curve model
(1.2) with time moving concomitant variables, nanfesteafter the iterative
method. Then model is in the following form

Y=ABT +1 yX+E,

whereY is nx p matrix of observationsA is nxa known matrix which di-
vides experimental units oa groups,B is ax g matrix of unknown coeffi-
cients in searched polynomials growth curveqjefl degree T is X p ma-
trix that include the successive powers of timenfmoifrom 0 toq—1 (it is
Vandermond’s matrix)1, is the vector ofi ones v is a vector of regression
coefficients at concomitant variables,is sx p matrix of values of thess
variables in successive time points &g a nx p matrix of random errors.
Estimators of parameters in this model obtainednaximum likelihood
method under the normality assumptioLigs- N, (ABT +1 y'X; Z01,)

and Z >0 were given by Wesotowska-Janczarek and Fus (1898 follow-
ing form:

nz = (Y - ABT —1_3'X)'(Y = ABT —1,7'X)

B, = (AA)A(Y-1,9X)E*T'(TE7T)?

s =[1Y -1, AAA) AYST(TET) ' TIE X R

R, =[nXE™X' -1 A(AA)” AL XS T (TS T) TS X ™

(3.1)

It is necessary to start iteration from=S=YI .~ A(AA)” AlYin or-
der to calculate value of these estimators. Theutation is finished when none
of the estimated elements of covariance matrix aiochange more then given
value &£, where ¢ is arbitrary small value. If (A) = a then general inverse of

A'A is common inverse matrix.
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4. New two-stage method

Let Y =[y,,Y,,...y,] be nxp matrix of observation as in previous

parts of the paper, moreover, each of columns isf tiatrix is in regression
relation withs other variables, that change values in time. Faheof time

points the relation has a form as in SUR method Ko k, =...=k, =s
y; =X B, +u; for j=12..,p (4.1)

thenX; is nx s matrix ofs concomitant variables valuesjitime point,B; is a

vector ofs unknown regression coefficients ands a vector of random errors
under assumptions(u;) =0 and cov(u;u’) :Uﬁ,ln. The least squares

estimators off; are obtained in the first step of this method
B, =(X|X,)*Xjy, forj=1..p. (4.2)

Using these estimators we have then

A

U, =y, = X;B, =[1, = X, (X{ X)X ly,. (4.3)

A
"

Estimated error vectors are next arranged intoirmadr= [01,02,.. ] that

p
is used to appoint estimator of covariance maffiis is S = 5=U" if all
units are homogeneous or

S=UTI - A(AA) AU (4.4)

if units are divided int@ groups. The partition is defined by mat#ix

In the second-step of this method the estimatocagfficients matrix in
searched growth curves, according to Potthoff ang’'®Rmethod, will be ob-
tained

B=(AA) AYZT'(TET)™? (4.5)
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where  is replaced by given in (4.4).
If the values of concomitant variables are the same for all umitsdchj
time point, then matriceX will have the following form

X, =1, O[X;1, X500 X6] fOr j=1,...,p (4.6)

where L] is Kronecker product of matrices. In example coesed later in this
paper matrices of concomitant variables values hdlle form as (4.6) because
temperature, daily sum of precipitation and actahshine duration are the
same for all plants on field.

If matrix X; is like in (4.6) the following relation is true

U, - AAATAT0 =YTI, - AAA)ATY (4.7)
that results from
U=Y-[1,0@1)"]Y =Y -1, 0[¥,, V50, 7,]

and following matrix relatons ABOC)=ABUOC and
(BOC)A=BALC where matrice#\, B and vectoIC are of suitable dimen-

sions.
Moreover, it is necessary to known, that if maijxs of the form given in
(4.6) ands = 3 the same as in our example tth}Xj is following

2
X XpXjp o XjpXs
[ — 2
XiX, =N XX X, XjpX3 (4.8)

2
stle Xj3Xj2 st

and it is not of full rank becaus*é(} Xj‘ =0. Then it is not possible to obtain

estimators off; as in (4.2) or to show regression relations betvwgand con-

comitant variables in each of time points. Busipbssible to estimate regression
relation taking into consideration all points tdgst
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If we multiple left-hand of relation (4.1) bfd!1 )1 and use (4.6), then
Vi =[Xj1: X5, Xs]B; +U; for j=1..,p. These means can be arranged
into a vector

yl [Xll'XlZ""’Xls]Bl Ul

Yo | [XZl’X22""’X23]B2 + u, (4.9)

Y, [Xp1: X2 XslBp | | U,

and if B, =B, =...=B, =y and matrix of concomitant variable values is

signified byX, the model will have form
y=Xy+u (4.10)
and the estimator of is following

¥=(XX)"X'y wherey =Y'1, (1.1,)7". (4.11)

5. Example

Numerical data concern fruit-bearing of raspberrlfiars that is extended
in time. Field researches were carried out by Erpamtal Station of Agricul-
tural University in Felin near Lublin by workers @fcharding Department.

In the experiment conducted in 1989, 16 cultivefrsagpberry were com-
pared with regard to yields, taking into considieratp =12 time points. Val-

ues were taken from four plots for each of cultévdin each of time points fruits
were picked into 64 units. Three concomitant vdeshwere taken into consi-
deration: mean daily temperature from three daysrbeharvest, daily sum of
precipitation and actual sunshine duration.

The course of changes in fruit-bearing of theseivars have been de-
scribed by regression functions obtained by twohoes: iterative and two-
stage given in parts 3 and 4 of this paper.

Results of estimation obtained by these methodfodosving:
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a) by iterative methode = 1.0e™, 9 iteration)are:

[0.6334 —0.1285 0.03749 -0.002242 0.00003865|
0.6090 -0.1214 0.03775 -0.002355 0.00004195
0.7158 -0.2061 0.05562 -0.003277 0.00005594
0.5950 -0.1325 0.03607 -0.002035 0.00003426
0.6535 -0.1199 0.05754 -0.003848 0.00007013
1.0348 01738 -0.00151 -0.000673 0.00001783
1.0204 0.0834 0.00426 -0.000608 0.00001261
N 0.6906 -0.2110 0.06503 -0.004064 0.00007244
0.6280 -0.1695 0.04257 -0.002270 0.00003609
0.6313 -0.1224 0.03917 -0.002357 0.00004043
0.8907 0.4404 -0.03454 0.000723 -0.00000184
0.2860 02425 0.00971 -0.001641 0.00003728
0.6323 -0.1131 0.04607 -0.002939 0.00005204
06772 -0.2156 0.06253 -0.003779 0.00006540
0.8146 -0.3185 0.10260 -0.006382 0.00011169
07582 -0.1798 0.06937 -0.004298 0.00007408 |

5=
[0.01605 0.02142 0.00334 0.00464 001174 001412 001224 -000465 001934 000566 000197 -0.00042]
004392 000452 0.00546 002247 002566 002317 000248 003259 000427 000966 0.00416
0.06781 0.04161 -0.01971 - 000191 0.03418 -0.00779 002444 -0.00949 -0.02840 0.00066
036309 - 0.00570 - 0.05131 -~ 0.01246 003325 001759 -0.04644 —0.01039 - 0.03323
006660 004262 001389 001697 003755 001834 001478 001610
017082 009969 001726 004242 002019 001480 0.02257
026389 001961 006591 0.05881 000614 000125
014976 -000911 000953 003224 003392
014041 002172 000431 002546
022878 001502 001113
007866 0.01191
007484 |

- 001434
7= 003013|,  [%]=4261%-14
~0.08169

All curves obtained by this method are shown infiere 1. In the figure 2 two
curves are put for cultivars number 8 and 11.
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b) by two-stage method

[ 00176 0.00758 0.00167
-0.0068 001470 0.00193
0.0999 -0.07000 0.01980
-0.0209 0.00362 0.00025
0.0377 001620 0.02170

0.4050 0.22000 0.03160
N 0.0747 -0.07490 0.02920
0.0122 -0.03340 0.00675
0.0154 0.01370 0.00335

0.0164 0.02300 0.01030
0.0613 -0.07960 0.02670
0.1990 -0.18200 0.06680
| 0.1420 -0.04370 0.3360

0.1187 1.8134 2.1035 04852
29583 21110 1.6055
6.2672 3.6791

0.1039

0.00441 A
¥, =|0.03054 |Zz| = 29%+06.

0.06883

0.4190 0.31000 -0.03730 0.00156

02750 057600 -0.07040 0.00296
-0.3300 0.37900 -0.02610 0.00059

-0.0000071 -0.0000018]|
-0.000120 0.0000015
-0.00104 0.0000155
0.00020 -0.0000062
-0.00161 0.0000297
-0.0000226
0.00163 -0.0000276
-0.00183 0.0000320
-0.00003 -0.0000043
-0.00012 0.000000006
—0.0000423
—-0.0000032
-0.00070 0.0000116
-0.00154 0.0000250
-0.00415 0.0000713
—-0.00206  0.0000337 |

0.4442
15033
20959
3.2578
6.5866

Suitable curves are given in figures 3 and 4.

The values of generalized variance obtained in lodtmethods are given in

semilogarithmic form.

22242 -22132
22456 0.6029
14471 -01821
20907 23383
10763 16435
6.5281 13334

0.1168

0.6040
0.1879
0.7903
11698
16381
0.9204
0.9080
4.2426

[0.8604 1.0280 0.3528 0.8869 05075 0.3150 02726 —0.0379 0.7779 00585 00941 -0.1175]
20334 0.6492 1.6047 0.9461 04061 05547 02843 1.2619 -0.1705 0.4630 -0.0246
2.3494 06714 0.1646 0.2803 06874 -0.1352 0.7697 01171 -0.6636 01674

-08789
08738
07119
03838
17832
13949
10029
06951
43571 |
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Fig. 2. Growth curves for'8and 11" cultivar obtained by iterative method
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fruit-bearing Y
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Fig 4. Growth curves for 8 and 11" cultivar obtained by two-stage method

6. Concluding remarks

It is known that research of estimators properbletained by noniterative

method is simpler than by iterative one but congmariof estimators obtained
by presented methods in this paper require fughety. The introductory con-
clusions of the comparison are following:

the estimators of growth curves coefficier& (i=12) obtained by

these methods are not the same,

a new noniterative method differentiate curves dtudied cultivars more

(see figures 1 and 3 or 2 and 4),

the generalized variance obtained by new methaptaater than the same
obtained by iterative method,

in iterative method, beginning from second stefierhtion, the elements of
covariance matrix change very little,
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— the estimators ofy, and y, the vectors of regression coefficients of con-
comitant variance are very different with regardheir values as well as to
their signs.

It is highly probable that the new method is beifteach of matrice¥ are
full rank - that is, if in each of time points vekiof concomitant variables for
each of units are different. In this last caseasiregression reactions between
studied feature and concomitant variables in edctine points can be esti-
mated and additional hypothesis about equalityof (j =1...,p) in (4.1)
can be verified.

References

Potthoff R.F., Roy S.N. (1964). A generalized nudtiate analysis of variance model useful
especially for growth curve problefiometrika 51, 313-326.

Verbyla A.P., Venables W.N. (1988). An extensiontlod growth curve modeBiometrika 75,
129-138.

von Rosen D. (1985Multivariate linear normal models with special reference to the growth
curve model. Dissertation, University of Stockholm, Stockholm, Sweden.

von Rosen D. (1989). Maximum likelihood estimatarsmultivariate linear normal model.
Multivariate Anal. 31, 187-200.

Wesotowska-Janczarek M. (1995). Growth curves withcomitant variables. In PolisRroceed-
ings of Conference of Mathematicians, Olsztyn-Mierki, June 1995, 116-119.

Wesotowska-Janczarek M. (1996a). Notes about toethr curves model with time-changing
concomitant variables. In PoliskXVI Coll. Biometr. 278-283.

Wesotowska-Janczarek M. (1996b). An applicationgaiwth curves in agriculture. In Polish.
Fragmenta Agronomica Nr 3(51), 6-53.

Wesotowska-Janczarek M., Fus L. (1996). Paramegiation in the growth curves model with
time-changing concomitant variables. In PolXXVI Coll. Biometr. 263-277.

Wesotowska-Janczarek M., Fus L., Osypiuk Z. (199%). application of the growth curves
method with concomitant variables in raspberrytfhdaring study. In PolisiXXVII Call.
Biometr. 269-281.

Wesotowska-Janczarek M. (2007). On some regressiethods with correlated observations.
Proceedings of 15" International Scientific Conference on Mathematical Methods in Eco-
nomics and Industry, June 3-7, 2007, Herlany, Slovakia, 204-211.

Zellner A. (1962). An efficient method of estimagiseemingly unrelated regressions and test for
aggregation biaslASA, 348-368.



15C MIROSEAWA WESOLOWSKA-JANCZAREK, EZBIETA KOLCZYNSKA

POROWNANIE DWOCH METOD ESTYMACJI W MODELU
KRZYWYCH WZROSTU ZE ZMIENNYMI TOWARZYSZ ACYMI

Streszczenie

W niniejszej pracy przedstawiono megoeistymacji parametréw w modelu krzywych wzro-
stu z czasowo zmienigymi Sk zmiennymi towarzysgymi bedaca szczeg6lnym przypadkiem
nowej metody dwustopniowej. AYywajac rzeczywistych danych poréwnang metod z metod
iteracyjra zaproponowad przez WesotowskJanczarek (1995). Dane d@vadczalne dotyczyly
badania przebiegu owocowaniazn§ch odmian malin przy eliminacji wptywu warunkéweta-
orologicznych.

Stowa kluczowe:metody estymacji, modele krzywych wzrostu, zmietavearzysace
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