
Colloquium Biometricum 38 
2008, 135–149 

COMPARISON OF TWO ESTIMATION METHODS IN GROWTH 
CURVE MODEL WITH CONCOMITANT VARIABLES 

Mirosława Wesołowska-Janczarek, El Ŝbieta Kolczy ńska 

Department of Applied Mathematics and Computer Science 
University of Life Sciences in Lublin 

Akademicka 13, 20-950 Lublin, Poland 
e-mails: miroslawa.wesolowska@up.lublin.pl, elzbieta.kolczynska@up.lublin.pl 

Summary 

The method of parameters estimation in growth curve model with time moving concomitant 
variables considered in this paper is a peculiar case of the new two-stage method. Two methods: 
the first one given here and the second iterative method proposed by Wesołowska-Janczarek 
(1995) are compared using real data. Those data were connected with studying the fruit-bearing of 
different raspberry cultivars when the effect of the meteorological elements were eliminated. 
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1. Introduction 

The sum of profiles model was proposed by von Rosen (1985) and inde-
pendently it was also proposed and used to the analysis of experimental data by 
Verbyla and Vanables (1988). Since then many problems connected with this 
kind of models have been considered by many authors. In some papers only two 
profiles are taken into consideration while in the others more of them. The ge-

neral model sum of profiles is a form ∑
=

+=
n

i
iii ETBAY

1

 and it is regarded as 
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the extended growth curve model. It is worth remembering that the growth 
curve model has been proposed by Potthoff and Roy (1964). In the model given 
by them there was only one profile and then one matrix of curves coefficients 
that have to be estimated. These curves are polynomials which describe changes 
of the studied feature in time. 

Many of the papers concerned with sum of profiles models solve statistical 
problems in the case of different polynomial degree for various groups of units, 
then some matrices of parameters Bi are in the model. For example, it is present 
in von Rosen’s paper (1989). 

One of the groups of models with two profiles refers to the case when de-
pendence between studied feature and concomitant variables moving in the time 
are taken into consideration. In this case, the first profile is connected with 
changing feature in the time and the second one defines relation between fea-
ture and concomitant variables. These kinds of models were considered by We-
sołowska-Janczarek and Fus (1996), Wesołowska-Janczarek (1996a, 1996b), 
Wesołowska-Janczarek and others (1997). 

In this group there can be distinguished some kinds of models depending on 
homogeneity of experimental units and on the fact whether reaction for all units 
on concomitant variables is the same or this reaction for separate groups is dif-
ferent. For example, the influence of meteorological elements on plants of various 
cultivars can be the same or different. 

Then two profiles model can be considered as one of these forms: 

 EXBTY nn +′+= γ11  (1.1) 

when all units are homogeneous and the influence of concomitant variables for 
all units is the same, 

 EXABTY n +′+= γ1  (1.2) 

when units are divided into a groups and the influence is the same for all units 
and 

 EXAABTY +Γ+=  (1.3) 

for a groups of units and when reaction to these groups on concomitant va- 
riables is different. Values of concomitant variables can be, in successive time 
points, the same for all units, for example in agricultural experiments where all 
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plants are growing on field in the same conditions, like temperature or rainfall, 
or can be different as it is in economical or medical studies.  

Maximum likelihood estimators of curve coefficients and covariance ma-
trix for these models were given in papers by Wesołowska-Janczarek and Fus 
(1996) and Wesołowska-Janczarek (1996a). It is worth noticing that estimators 
in the model (1.2) are obtained by an iterative method which makes difficult to 
study their properties. Moreover, it is not possible to study a different influence 
of concomitant variables on the feature in various time points. To remove these 
difficulties a new two-stage method of estimation have been proposed. This 
method joins elements of two methods: two-stage seemingly unrelated regre-
ssion (SUR) given by Zellner (1962) and common growth curve method given by 
Potthoff and Roy (1964). The suggestion of this new method, named hereafter 
two-stage method for model (1.2) was given by Wesołowska-Janczarek (2007). 
The aim of this paper is to show the application of this method in the case of 
model (1.2) and to compare it with the iterative method using real data. 

2. SUR Method 

Let ],...,,[ 21 pY yyy=  be pn ×  matrix of observations of feature on n 

experimental units in p time points. The columns of Y denoted by yj contain n 
measurements taken on n units in point of j ),...,1( pj = . Moreover, each of yj 
is in regression relation with kj concomitant (predeterminant) variables of x. 
This relation can be noted in the form 

 pjX jjjj ,...,1; =+= uβy , (2.1) 

where Xj is jkn ×  matrix for each j the known value of concomitant variables 

in j time point for each of n elements, jβ  is a vector of kj unknown regression 

coefficients and uj is 1×n  vector of random errors. 
In the first step of SUR estimators of jβ  are obtained by least square 

method. They are as follows: 

 pjXXX jjjjj ,...,1for         )(ˆ 1 =′′= − yβ . (2.2) 
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The covariance matrix of Y is of the form nuY I⊗Σ=Σ  where 

][ jju ′=Σ σ , but if it is not known as the estimator of uΣ  can be used a matrix 

obtained using estimators of jβ  given in (2.2). Then 

 jjjj X βyu ˆˆ −=  (2.3) 

and 

 )]ˆ()ˆ[(]ˆˆ[ jjjjjjjj
pp

u XX βyβyuu −′−=′=Σ
∧

. (2.4) 

This estimator is used in the second step of SUR to correct all estimators of jβ . 

Now, columns of Y are arranged into vector )(Yvec=y  and system p equa-
tions (2.1) may be written as 
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Using this equation, estimators of *β can be obtained by weighted least squares 
method.  

 yβ 111* )(ˆ −−− Σ′Σ′= XXX  (2.6) 

where Σ  has to be replaced by the estimator given in (2.4). 

Obtained in this way, corrected estimator *β̂  is more efficient than jβ̂  (for 

),...,1 pj =  given by (2.2). It is worth noticing that *β̂  is the best unbiased 
linear estimator. 

Estimators obtained in the first step and in the second one are the same 
when 0=′ ′jjuu  for all jj ′≠ , or if all matrices Xj are equal, that is 

pXXX === ...21 . If y is normally distributed then *β̂  is maximum likeli-

hood estimator. 
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3. Iterative method 

We consider now parameter estimation method in the growth curve model 
(1.2) with time moving concomitant variables, named hereafter the iterative 
method. Then model is in the following form 

EXABTY n +′+= γ1 , 

where Y is pn ×  matrix of observations, A is an ×  known matrix which di-
vides experimental units on a groups, B is qa ×  matrix of unknown coeffi-

cients in searched polynomials growth curves of 1−q  degree, T is pq ×  ma-

trix that include the successive powers of time points from 0 to 1−q  (it is 

Vandermond’s matrix), n1  is the vector of n ones, γ  is a vector of s regression 

coefficients at concomitant variables, X is ps ×  matrix of values of these s 
variables in successive time points and E is a pn ×  matrix of random errors. 

Estimators of parameters in this model obtained by maximum likelihood 
method under the normality assumptions );'(~ nnnp

np
IXABTNY ⊗Σ+ γ1  

and 0>Σ  were given by Wesołowska-Janczarek and Fus (1996) in the follow-
ing form: 

 

.]ˆ)ˆ(ˆ)(ˆ[

ˆ])ˆ(ˆ)([ˆ

)ˆ(ˆ)ˆ()(ˆ

)ˆˆ()ˆˆ(ˆ

111111
ˆ

ˆ
1111

ˆ

111
ˆ

−−−−−−−
Σ

Σ
−−−−−

Σ

−−−−
Σ

′Σ′Σ′Σ′′′−′Σ=

′Σ′Σ′Σ′′′−′=

′Σ′Σ′−′′=

′−−′′−−=Σ

XTTTTXAAAAXnXR

RXTTTTYAAAAY

TTTXYAAAB

XTBAYXTBAYn

nn

nn

n

nn

11

11γ

γ1

γ1γ1

 (3.1) 

It is necessary to start iteration from YAAAAIYS n ])([ˆ −′−′==Σ in or-

der to calculate value of these estimators. The calculation is finished when none 
of the estimated elements of covariance matrix do not change more then given 
value ε , where ε  is arbitrary small value. If aAr =)(  then general inverse of 

AA′  is common inverse matrix. 
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4. New two-stage method 

Let ],...,,[ 21 pY yyy=  be pn ×  matrix of observation as in previous 

parts of the paper, moreover, each of columns of this matrix is in regression 
relation with s other variables, that change values in time. For each of time 
points the relation has a form as in SUR method, but skkk p ==== ...21  

 jjjj X uβy +=  for pj ,...,2,1=  (4.1) 

then Xj is sn ×  matrix of s concomitant variables values in j time point, jβ  is a 

vector of s unknown regression coefficients and uj is a vector of random errors 

under assumptions 0u =)( jε  and njjjj I2)cov( ′′ =′ σuu . The least squares 

estimators of jβ  are obtained in the first step of this method  

 jjjjj XXX yβ ′′= −1)(ˆ   for .,...1 pj =  (4.2) 

Using these estimators we have then 

 jjjjjnjjjj XXXXIX yβyu ])([ˆˆ 1 ′′−=−= − . (4.3) 

Estimated error vectors are next arranged into matrix ]ˆ,...,ˆ,ˆ[ˆ
21 pU uuu=  that 

is used to appoint estimator of covariance matrix. This is UUS ˆˆˆ ′=Σ=  if all 
units are homogeneous or 

 UAAAAIUS ˆ])([ˆ ′′−′= −  (4.4) 

if units are divided into a groups. The partition is defined by matrix A. 
In the second-step of this method the estimator of coefficients matrix in 

searched growth curves, according to Potthoff and Roy’s method, will be ob-
tained 

 111 )()(ˆ −−−− ′Σ′Σ′′= TTTYAAAB  (4.5) 
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where Σ  is replaced by S given in (4.4). 
If the values of s concomitant variables are the same for all units in each j 

time point, then matrices Xj will have the following form 

 ],...,,[ 21 jsjjnj xxxX ⊗= 1  for pj ,...,1=  (4.6) 

where ⊗  is Kronecker product of matrices. In example considered later in this 
paper matrices of concomitant variables values will have form as (4.6) because 
temperature, daily sum of precipitation and actual sunshine duration are the 
same for all plants on field. 

If matrix Xj is like in (4.6) the following relation is true 

 YAAAAIYUAAAAIU nn ])([ˆ])([ˆ 11 ′′−′=′′−′ −−  (4.7) 

that results from 

 ],...,,[])([ˆ
21

1
pnnnnn yyyYYYU ⊗−=′′⊗−= − 11111  

and following matrix relations CABCBA ⊗=⊗ )(  and 

CBAACB ⊗=⊗ )(  where matrices A, B and vector C are of suitable dimen-
sions. 

Moreover, it is necessary to known, that if matrix Xj is of the form given in 
(4.6) and 3=s  the same as in our example then jj XX ′  is following  
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and it is not of full rank because 0=′ jj XX . Then it is not possible to obtain 

estimators of jβ  as in (4.2) or to show regression relations between yj and con-

comitant variables in each of time points. But it is possible to estimate regression 
relation taking into consideration all points together. 
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If we multiple left-hand of relation (4.1) by nnn 111 1)( −′  and use (4.6), then 

jjjsjjj uxxxy += β],...,,[ 21  for .,...,1 pj =  These means can be arranged 

into a vector 
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 (4.9) 

and if γβββ ==== p...21  and matrix of concomitant variable values is 

signified by X, the model will have form 

 uγy += X  (4.10) 

and the estimator of γ  is following 

 yγ XXX ′′= −1)(ˆ  where 1)( −′′= nnY 111y n . (4.11) 

5. Example 

Numerical data concern fruit-bearing of raspberry cultivars that is extended 
in time. Field researches were carried out by Experimental Station of Agricul-
tural University in Felin near Lublin by workers of Orcharding Department. 

In the experiment conducted in 1989, 16 cultivars of raspberry were com-
pared with regard to yields, taking into consideration 12=p  time points. Val-
ues were taken from four plots for each of cultivars. In each of time points fruits 
were picked into 64 units. Three concomitant variables were taken into consi-
deration: mean daily temperature from three days before harvest, daily sum of 
precipitation and actual sunshine duration. 

The course of changes in fruit-bearing of these cultivars have been de-
scribed by regression functions obtained by two methods: iterative and two-
stage given in parts 3 and 4 of this paper. 

Results of estimation obtained by these methods are following: 
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a) by iterative method iteration)  9,0.1( 5−= eε are: 
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All curves obtained by this method are shown in the figure 1. In the figure 2 two 
curves are put for cultivars number 8 and 11. 
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b) by two-stage method   
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Suitable curves are given in figures 3 and 4. 
 
The values of generalized variance obtained in both of methods are given in 
semilogarithmic form. 
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Fig. 2. Growth curves for 8th and 11th cultivar obtained by iterative method 
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Fig 4. Growth curves for 8th and 11th cultivar obtained by two-stage method 

6. Concluding remarks 

It is known that research of estimators properties obtained by noniterative 
method is simpler than by iterative one but comparison of estimators obtained 
by presented methods in this paper require further study. The introductory con-
clusions of the comparison are following: 

– the estimators of growth curves coefficients )2,1(ˆ =iBi  obtained by 

these methods are not the same, 
– a new noniterative method differentiate curves for studied cultivars more 

(see figures 1 and 3 or 2 and 4), 
– the generalized variance obtained by new method is greater than the same 

obtained by iterative method, 
– in iterative method, beginning from second step of iteration, the elements of 

covariance matrix change very little, 
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– the estimators of 1γ  and 2γ  the vectors of regression coefficients of con-
comitant variance are very different with regard to their values as well as to 
their signs. 
It is highly probable that the new method is better if each of matrices Xj are 

full rank - that is, if in each of time points values of concomitant variables for 
each of units are different. In this last case various regression reactions between 
studied feature and concomitant variables in each of time points can be esti-
mated and additional hypothesis about equality of ),...,1( pjj =β  in (4.1) 
can be verified. 
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PORÓWNANIE DWÓCH METOD ESTYMACJI W MODELU 
KRZYWYCH WZROSTU ZE ZMIENNYMI TOWARZYSZĄCYMI 

Streszczenie 

W niniejszej pracy przedstawiono metodę estymacji parametrów w modelu krzywych wzro-
stu z czasowo zmieniającymi się zmiennymi towarzyszącymi będącą szczególnym przypadkiem 
nowej metody dwustopniowej. UŜywając rzeczywistych danych porównano tę metodę z metodą 
iteracyjną zaproponowaną przez Wesołowską-Janczarek (1995). Dane doświadczalne dotyczyły 
badania przebiegu owocowania róŜnych odmian malin przy eliminacji wpływu warunków mete-
orologicznych. 

Słowa kluczowe: metody estymacji, modele krzywych wzrostu, zmienne towarzyszące 
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