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Summary

In this paper, we consider the D—optimal chemiedhbce weighing designs for estimation
of individual unknown weights of objects. We assutiat the error terms create a first—order
autoregressive process. Then the covariance matrecrors has known form, which does not
have to be identity matrix and depends on knowrampater p. In the literature, some results
about the D—optimal designs, when there are thigects are known. We present the biased
chemical balance weighing design given by its desitrix and we prove that it is D—optimal
biased design in some class of designs, if the eumbobjects is three arp > 0. For suckp.
we show also the theorem giving the necessary dfiitient condition under which the biased
design for three objects is D—optimal. Finally, describe some relations between D—optimal
designs and D-optimal biased designs for threectsbncp > 0.
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1. Introduction

In a weighing design problem, the goal is to deteerthe weights of
p objects in a given number of weighings. In mangegua, the balance weighing
designs are discussed and some examples of applygsg designs in the
agricultural experiments are presented (see formpla Banerjee (1975),
Katulska (1984), Ceranka and Katulska (1987)).

The paper deals with a chemical balance. Therenar@ans (left and right)
and any object can be placed on one of them. Aingaepresents the total
weight of the objects on the pans. We would likehoose a chemical balance
weighing design that is optimal with respect to saeriterion. In the literature,
there are several optimality criteria of measuredhality of weighing designs.
We are interested in the D—optimality criterionisitiefined below.

Suppose than=0(mod4). There are p objects of the true unknown

weightsw;,w,,..., W, , respectively. We estimate them employ ngneasuring
operations using a chemical balance. Assume Vy,,Y,,..., Y, denote the

observations in theseoperations, respectively. Let the observationo¥olthe
linear model y =Xw +¢, wherey =[y,, ¥,,..., ¥,]' is annx1 vector of

observationsw = [Wl,WZ,...,Wp]' is the vector of unknown weights of objects,
the nx p matrix X =[] is called the design matrix aix; =-1(x; =1) if

thejth object is placed on the left (right) pan durthgith weighing operation,
the vector g :[51, Eyriiny £n]' is the vector of error components such that

E(€) =[0,0,...,0]' is annx1 vector of zeros anVar(g) = S, where

2

S=(p" )", and-1<p<1. We identify the design with its design matrix
X. If the first column of a design matr X contains only ones, then such
design is called a biased chemical balance weigthésign for p —1 objects.
Vector of unknown weightw is estimated using the normal equations of
the form X'S™XW =X'S™y. The chemical balance weighing design is
singular (nonsingular) if the information matri X'S™X is singular
(nonsingular). If the design is nonsingular, thba generalized least—squares
estimator of the vectcw is equal tcw = (X'S™X)™X'S™y. The covariance

matrix of W is given by the formuleVar(w) =1 ! ~(X'S™X)™. The
-pP
inverse of the matri S is equal tc St= 5 A , where

1-p
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1 -p 0 - 0 O
-p 1+p* -p - 0 O
0 -p 1+p?> - 0 O
S I (1)
0o 0 0 - 1+p® -p
0 0 0 - -p 1]

Thematrix A is positive definite fop(-1,1).

We consider the D—optimal chemical balance weighidegigns, which
maximize the determinant of the information matitte say that the desig)~(
is D—optimal in the class of the desigC;, where C is a subset of the set
M., (£1) of all matrices withn rows, p columns and elemenlsor -1, if

detO?'S_l)?) =max{det(X'S™X): X OC}. Itis easy to see that the des)th
is D-optimal in the class of designsCUM (1), if

det()~('A)~() = max{det(X'AX): X OC}, where A'is in form (1.1). If the error

components have a normal distribution, then D—agitidesign minimizes the
expected volume of the usual confidence ellipsorcw.

When the matriyS is the identity matrix(p =0), D—optimal designs are

considered in many papers (see for example Che8@, Txalil and Kiefer 1980,
or Jacroux et. al. 1983)For p # 0, Li and Yang (2005) andeh and Lo Huang

(2005) proved some theorems about D—optimal biassihns, if p=3. For
-1<p<0 and p=3, Katulska and Smaga (2010) presented some

construction of D—optimal design in the class ddiges such that each column
of the design matrix contains at least (1n@and one—1. Some results about D—

optimality problem for somp [ [0,1) in the class of desigrM ,,(+1) are
given in Katulska and Smaga (to appear).

In this paper, we prove that the design with th&gtematrix
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1 1 1 1 11 1 1
1 -1 -1 -1 1-1-1 -1
1 1 1 1 11 1 1
1 -1 -1 -1 1-1-1 -1
1 1 1 1 1 1 1 1
1-1-1 1 1 -1 -1 -1
1 1 1 -1 11 1 -1
1-1-1 1 1-1-1 1
: : 1 1 1 -1
1 1 1 -1 1-1-1 1
1-1-13 1 : :
s=b P e niazk-r k=7 P Y e @12

1 -1 1 1 1-1-13 1
1 1 -1 -1 1 1-1 -1
1 -1 1 1 1-1 1 1
: : 1 1-1 -1
1 1-1 -1 1-1 1 1
1 -1 1 1 : :

1 1 -1 -1 1 1-1 -1
1 -1 1 -1 1 -1 1 1
1 1-1 1 1 1-1 1
1 -1 1 -1 1-1 1 -1
1 1-1 1 1 1-1 1
1 -1 1 -1 | 1 -1 1 -1 |

where k=12,... and elements with indicel, 2 and 3 are in positions
(n/2,3),(n/4,4),(3n/4,4), respectively, is D—optimal in certain class ofseid
designs, if p=4 and p=0. The necessary and sufficient condition under
which the design is D—optimal in that class is aa@n. At the end, we present
some relations between the D—optimal designs fiaettobjects(p =3) from
Katulska and Smaga (to appear) and the D—optinsdebi designs for three
objects(p =4) given in this paper.
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2. Preliminaries

This section contains some definitions, lemmas dmebrem, which are
used inSection 3. For any vec X =[X,, X,, ..., X,'IM,,(x1) , we define the
numbers

congx) =#{i: % =X, 1<i<n-1},

fcongx) =min{i : x = x,,,1<i<n-1},
scongx) =min{i :i > fcongx), x = X,,,1<i<n-1}.

nx1

Lemma 2.1.For XOM . (x1) and nxn real matrixG, the determinant of

nxp
the matrix X'GX does not change if we interchange two columnéi®inatrix
X or we multiply any column of this matrix t—1.

Theorem 2.1. (Hadamard's inequality)if P =[ p”.] is annxn positive semi—
definite matrix, then

detP) < |j p; -

Lemma 2.2.Let n=0(mod4) andA=0,1 2,...,n-1.
If A=(n-2)(L+p)*+2(L+p), p#0 andxOM ,(+1), thencongx) = A
if and only if X' Ax = A —4Ap.

Lemma 2.3.Assume that
X :[Xl’ X2’ e Xn]lly =[y1’ y2""' yn]'l:J Mnxl(il)l nEO(mOd4)'

(@) If congx) =0, congy) = 2, a= fcongy), b = scongy), then

A _{ (n+2a-20-2)A+p)> +20+p) if x, =y,
T l-(n+2a-2b-2)A+p)+20+p) if X #Y,

(b) If congx) =0, conqy) =1, a= fcongy), then

X.Ay:{ @a-n@+p)’ it x =y,
- (2a-n)1+p)* if x, £y,
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() If1=1[11...,1]", congx) = 2, a= fcongx), b = scongx), then

21-p)® if (aevenbodd, x, =-1) or (aodd, bevenx, =1)
I'Ax =9-2(1-p)* if (aevenbodd, x, =1) or (aodd,bevenx, =-1).
0 if (aevenbevenor (aodd, bodd)

(d)If 1=1[11,...,1', congx) =1, a = fcong{x), then

21-p) if aodd, x, =1
-2Q1-p) if aodd, x, =-1

2p(l-p) if aevenx, =1 '
-2p1-p) if aevenx =-1

T'Ax =

3. Main results

In this section, we formulate new theorems conogrid-optimal biased
chemical balance weighing designs. In the firstothm, we prove that the

design X given by (1.2) is D-optimal in some large subclatshe class of
designs X =[1|x|y|z]OM ,,(£1) for all p00[0,1). For the design matrix

X of the form (1.2), we have

0 0 20(1-p) 0
Cons A 0 -2p(+
det(X'AX) = de p+p)
2p(L-p) 0 A-4p 0
0 -20(1+p) 0 A-8p

= &(A - 4p)[A(A - 8p) —4p* (L+p)?]
+16p* (1-p)*(@+p)* —4p* (L-p)*A(A -8p),

whered=1A1=(n-2)1-p)* +21-p),A=(n-2)A+p)*> +21+p).
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Theorem 3.1.If n=0(mod4) and p[][0,1), then thedesign with the design

matrix X given by (1.2) iD-optimal in the class of designs with the design
matrix X =[1|x|y|z]OM,,,(x1) such therank(X) =4 and

congx) =0, conqy) =1, congz) =2 or congx) =1, congy) =1 congz) =1.
Proof. (Sketch)if n=4, then
det(X'AX) = det(X')det(A) det(X) = det(X'X)det(A) = n* det(A)

so from Hadamard (1893) the design ma X is D—optimal. Wherp =0,
then X is also D—optimal, sinc X'AX =X'X =nl 4
Let us assume thin=8 and pU (0,1). It is clear that the matriX'AX is

positive definite. By Lemma 2.1, we can asstX =Y, =z =1 and consider

only the class of designs with design matrices ihe tsum
Cc uc,u0c,ucC,uC,, where

C, ={[1]a|B|7]OM,,(x1): conda) 2 1, congp) 2 1, congy) =2},
C,={[1la[B[v]OM,,,(£1):conga) =0, congp) = 2, congy) =2},
C,={[1|a|B|y]OM,,,(2]):conga) =0, congp) =1, congy) =3},
C,={[1la|B|v]OM,,,(x1):conga) =0, congp) =1, congy) =2},
Cs={[1|a|B|y]OM,(£]):conga) =1 congp) =1, congy) =1}.
We divide the proof into five cases andiith casei =1, 2,...,5, we show

that det()A('A)A()Zdet(X'AX) for all XUC,. For example, we present the
proof in Case 1.

Case 1Let X =[1|x|y|z]OC,. By Hadamard'’s inequality, we obtain
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T'A1l TAx TAy 1Az

xX'Al x'Ax x'Ay Xx'Az
det(X'AX) = de y

y'‘Al y'Ax Y'Ay VY'Az

Z’Al Z'Ax Z'Ay Z'Az

< (TALD(X'AX)(Y'Ay)(Z' Az).

From Lemma 2.2, the inequalities
X'AX<A-4p,y'Ay<A-4p,2’Az<A-8p

hold. Hencedet(X'AX) < &(A - 4p)*(A —8p) and
det(X' AX) - det(X' AX) = det(X' AX) — (A — 4p)*(A - 8p)
2 3(A - 4p)[4p(A —8p) —4p* (L+p)°]
—4p*(1-p)*A(A - 4p) +16p° (L-p)°A
> 4p(A - 4p)[3(A - 8p) —p(L+p)® —p(L-p)*A]
=4p(L-p)(A-4p)[(n-2(L-p)(L+p)*{n-2(L-p)} + 4L-p?)
+2{4(n-2)p* +(-2(n+2)p+2(n-2)}] > 0.

The proof is finisheds

In the below theorem, we consider the whole clads designs
X=[1|x]y|z]OM,,,(x1) and we show that the desi X of the form (1.2)

is still D—optimal in this class p [ [0,1/(n—2)]. The proof of that theorem is
based on the similar idea as the proof of Theordm 3

Theorem 3.2. Let p0[0,1/(n-2)] and n=0(mod4). The D-optimal
design in the «class of designs with the design matrix

X =[1|x]y|Z]OM,,, (1), rank(X) = 4 is the desigiX given by (1.2).

Theorem below was proved in Katulska and Smagagpear).
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Theorem 3.3.

If n=0(mod4), pO[0,1/(n-2), X =[x |y |Z]OM 4(*1) and
rank(X") =3, then the desigrX' is D-optimal in the class of designs
XOM _,(xD, rank(X) =3 if and only if

nx3

A 0 +2p(1+p)
0 A-4p 0
+2p(L+p) 0 A-8p

X' AX”

exact to permuting columns of the matX".

For D-optimal biased chemical balance weighing giesifor three objects
(p=4), we can prove similar result and we formulate iTheorem 3.4.

Theorem 3.4. Let n =0 (mod4),

PU0L/(n-2)], X =[1|X']=[1]X" |y [Z]OM ., (22)
and rank()?):4. The design)z is D—optimal in the class of designs
X=[1|x|y|z]OM,,, (£, rank(X) =4 if and only if

o 0 +2p(1-p) 0
~ o~ 0 A 0 +2p(+
X'AX = PA*P g
+2p(1-p) 0 A-4p 0
0 +2p(1+p) 0 A-8p

exact to permuting columns of the matX and the sign of element in (1,3)-
position is independent on the sign of elemenRjA)Eposition.

The proof of the above theorem is based on thefpaforheorems 3.1 and 3.2.
Now, we present some relations between D-optimaigds described in
Theorem 3.3 and Theorem 3.4.

Theorem 3.5. Assume that n=0(mod4),p (0,1/(n—-2)) and
X =[xX"|y |2 ]OM (1) is such that rank([1| X']) = 4. If the design
X" is D-optimal in the class of desigrM _,(+1), then the design

nx3

nx3



152 KRYSTYNA KATULSKA, tUKASZ SMAGA

X = [1]X7] is D—optimal in the class of designs
[1|X]OM (£, rank([1] X]) = 4.

nx4

Proof. Let X =[x |y |z'] be D-optimal design in the class of designs
M .,(¥2) and X = [1|X]. From Theorem 3.3 we obtain
o 1Ax 1Ay 1Az
)?'A)?:{ 1AL 1AX’ }: x'Al A 0 +2p(+p) |
X"'AL XT'AXT y 'Al 0 A-4p 0
Z'Al +2p(l+p) O A-8p

From Lemma 2.2 follows that

X'AX" =A < congx ) =0,y 'Ay  =A-4p - congy’) =1
and Zz'Az° =A-8p - congz’ )= 2.
Condition congx’) = 0 implies 1'Ax" = 0. Moreover, from Lemma 2.3
(b), we have thaix 'Ay” =+(2a-n)(1+p)®> = Owhere a= fcongy’ ).
Soa=n/2 and by (d) in Lemma 2.3 fbllows that1'Ay" =+2p(1-p).
From the factx 'Az" =+2p(l+p )and Lemma 2.3 (a), we obtain that
scongz’) - fcongz ) =n/2, but it implies1'Az" = Oby Lemma 2.3 (c).
HenceX'AX has the form (3.1) and by Theorem 3.4, the thedrsie.m

Basing on Theorems 3.3, 3.4 and Lemma 2.3, we camulate the
following theorem.

Theorem 36. If p0[0,1/(n-2)], n=0(mod4) and

X = [1|X ]OM (D) is D-optimal in the class of designs
[1|X]OM,, (1), rank([1]| X]) = 4, then the desig X is D—optimal in the

class of designM ;(£1).

Theorems 3.5 and 3.6 can be use to find D—optineaigds in one of
discussed classes of designs from the other omexample, we known that the

design X =[1|X|¥|2] given by (1.2) is D-optimal in the class
X=[1|x]|y|z]OM,,(xD, rank(X) =4, so by Theorem 3.6 the design
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[X]|¥12] is D-optimal inM ,(£1). Using theorems presented in this paper,
we can get much more different examples of D—optuleaigns. Moreover, the

design[1|x|y] obtained fromX in the form (1.2) is the D—optimal design
from Yeh and Lo Huang (2005) in the class of desigith the design matrix
[1Ix|y]OM . (£D).

nx3

References

Banerjee K.S. (1975Weighing designs for chemistry, medicine, econqrojasrations research,
statistics Marcel Dekker Inc., New York.

Ceranka B., Katulska K. (1987). Application of thadsd spring balance weighing design theory
to estimation of differences of line effects toimsttion of differences of line effects for
legume contenBiometrical JournaB1, 103-110.

Cheng C.S. (1980). Optimality of some weighing 2" fractional factorial design#inn.Statist.
8, 436—446.

Galil Z., Kiefer J. (1980). D—optimum weighing dgiss. Ann. Statist. 8, 1293—-1306.

Hadamard J. (1893). Résolution d’'une question redaiux déterminantBull. Sci. Math 2,
240-246.

Jacroux M., Wong C.S., Masaro J.C. (1983). On thamggity of chemical balance weighing
design.Journal of Statistical Planning and Inferen8e231-240.

Katulska K. (1984). Zastosowanie teorii uktadow eagch do badania upraw paszowych i w
geodezji.Czternaste Colloquium Metodologiczne z Agro—Biom&AN, 195-208.

Katulska K., Smaga t. (2010). On some constructibib—optimal chemical balance weighing
designsColloquium Biometricurd0, 155-164.

Katulska K., Smaga t. D—optimal chemical balancéghiag designs with autoregressive errors.
(to appear)

Li C.H., Yang S.Y. (2005). On a conjecture in D—oml designs withn = 0(mod4) .Linear
Algebra and its Application400, 279—-290.

Yeh H.G., Lo Huang M.N. (2005). On exact D—optindasigns with 2 two—level factors and
n autocorrelated observatioridetrika 61, 261-275.



