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Summary. This study provides a description of the impact of 
critical variables of various grouping methods on the quality of 
the developed hourly power demand schedule. The adequacy of 

simulations, the lowest MAPE and  error values of 14,01% 
and 12,65% were achieved with the EM concentration analysis 
algorithm and the following variables: daily peak and average 

daily load variation rate and production output quantity. Further-
more, it was observed that within the data clustering performed 
on basis of the EM algorithm more homogeneous groups of 
week days were obtained, provided that the input variables had 
been standardised.
Key words: 

rates, short-term forecast.

INTRODUCTION

As of 1st July 2007 all end recipients, that is customers 
purchasing electricity for own needs, are entitled to freely 
choose the electricity supplier [13]. Since the freeing of the 
electricity prices until the end of October 2012 over 61 500 
of industrial and commercial customers and almost 64 thou-
sand households have used the right to change the electric-
ity provider [18]. Customers who have exercised this right 
may become schedule-based recipients, provided that they 
are equipped with a measurement and billing system, with 
a possibility to register the real hourly power consumption 
values [8]. In such case they are obliged to develop a com-

n’.
This schedule must be submitted in a format determined in 
the power supplies contract to the distribution system on 
the day ‘n-1’ before 7.30 am. It is mainly the quality of the 
developed load schedule which determines whether instead 

the necessity to make additional deals in the power balancing 
market [12]. On the day ‘n+1’ a clearance of differences gen-
erated by the real consumption diverging from the ordered 

n’ day is performed. Such 
clearance is carried out on basis of dynamically changing 

hours of the ‘n’ day.
As an alternative for acting as a schedule-based cus-

tomer within the SMEs sector, and in order to lower the 
electricity costs, it is possible to remain a tariff customer 
and renegotiate the so-far terms of contract, together with 
the re-selection of power demand and tariff group [14, 16]. 
While negotiating the unit price of electric power with the 
current or new supplier it is advantageous to have an own 

reduce the balance difference against the allocated standard 

The knowledge of the typical hourly power demand pro-

view of power suppliers and customers [20, 22]. Currently, 
as electricity is regarded as merchandise, the appropriate 

-
ysis gains high economic and technical importance. The 

user among other for the creation of a commercial operating 
schedule and the selection of an optimal tariff group. On 
the other hand, power distribution companies use the load 
curves in order to formulate their pricing strategies, devel-
op tariffs and undertake measures for the improvement of 

After the emerging of microprocessor devices for con-
stant measurement and recording of power consumption, the 
access to data required for the construction of typical hourly 

databases are thus available, but the question arises how 
to obtain the greatest possible amount of information to 
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collection of power demand variation data.
The purpose of this study is to determine an optimum set 

of decisive variables for the determination of typical hourly 

total amount energy subject to clearance on the balancing 
market.

MATERIAL AND METHOD 

The objective of this study was accomplished on basis of 
own research in a medium-size family company established 
in 1990. The company runs a modern poultry slaughterhouse 

scope of its business is slaughter and sales of poultry in the 
national market, as well as Slovakia and Ukraine. 

The study goal was achieved on basis of own research 
results of 24-hour measurements and automatic recording 
of average active power load and power consumption at 
15-minute intervals, carried out for one year by means of 
a specialist AS-3 Plus grid parameter analyser manufac-
tured by the Twelve Electric company from Warsaw. The 
measurement results were then compiled into one-hour 
time intervals and saved in a worksheet as a database. Each 
record of the created database included also information on 

the number of production output quantity of a given day. 
The collected data provided the basis to determine the in-

In order to create homogeneous day groups of the great-
est hourly power consumption match rate, the adequacy 
of the k-average grouping method and EM method was 
checked, with the application of various distance measures 
between clusters.

performed by (APE) with the use of differences between the 
forecast hourly power demand determined on their basis and 
the real consumption, with the consideration of the value of 
relative forecast tolerance (APE), average relative forecast 
tolerance (MAPE) and percentage share of balance power 
in the total power consumption ( ):
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RESEARCH RESULTS

all days of the year was developed on basis of raw data. As 

for an ever narrower number of days, taking into account 
calendar days, that is month name, type of day (working or 
holiday) and day name. In the last stage it was assumed that 
on the day preceding the planned electricity supplies, that is 
day n-1, the facility would inform the seller whether slaugh-
tering of poultry was planned on day n, without providing the 
production output quantity. The quality evaluation results of 

According to the performed analyses, the development 

all days of the year will have an average value of relative 
forecast tolerance of 40%, while the share of power to be 
cleared on the balancing market will amount to 30% of total 
power consumption. As expected, the calendar data improved 

the quality of the hourly power demand schedule were ob-
tained by constructing separate load schedules for working 

tolerance ranged from 20,79% to 24,25%. On the other hand, 

Type of schedule MAPE [%] ESR [%]

Common schedule for all days of the year 39,75 31,51

Separate load schedules for working days and holidays 24,25 20,69

Separate load schedules for working days and holidays, taking into account whether slaughter activi-
ties were planned on a given day

22,80 19,90

Separate load schedules for working days, Saturdays, Sundays and holidays 22,91 19,80

22,63 19,57

Separate load schedules for working days and Saturdays, Sundays and holidays, taking into account 
whether slaughter activities were planned on a given day

21,66 19,42

Separate load schedules for working days and holidays in the summer, winter and spring-autumn 22,67 19,33

20,79 17,78

whether slaughter activities were planned on a given day
18,13 15,38
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the share of energy to be cleared in the balancing market 
amounted to 17,78%-20,69% of total power consumption 
in the facility. Thanks to the use of information whether 
on a given day poultry slaughtering activities were to be 
carried out, it was possible to lower the values of indicators 

further 2%. The reason why the quality of performed hourly 
consumption forecast has improved was the correct classi-

days and holidays. Poultry slaughtering was not performed 
on every working day and also there were holidays on which 
slaughtering-related processes were running. 

Nevertheless, all the so-far developed typical hourly 

days depending on the production output quantity and the 

-
veloping the load curves, as daily production records were 
maintained in the facility. The information on switching 
between the production of whole or portioned poultry meat 
were unfortunately not recorded. 

In the next stage of research the determination of typical 
days was performed, so that the respectively developed daily 
load curves would allow to determine hourly power demand 
forecasts generating smaller amounts of power proportion 
to be cleared in the balancing market. The results of this 
research will also be used to identify the days with the cor-
responding production process. 

for out of the ones described in the literature [1, 2, 3, 4, 5, 9, 
10, 11, 17, 19]. Due to the great number of available indica-
tors, their preliminary selection was performed on basis of 
their importance, variability and mutual correlation strength. 

performed on basis of convexity of the cumulative distri-
bution function. Examination of convexity of the empiric 
cumulative distribution function was performed according 
to the following algorithm [15]:

X
j
(j = 1, 2,...,m) were 

subjected to normalisation according to formula 4, as 
a result of which vectors were obtained with feature 
values contained within <0,1>:
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-
formed on basis of value t

j
. This parameter may be regarded 

as an inhibitor, as together with its growth the feature im-
portance falls. For further analyses, only such load variation 
rates were selected in case of which t

j
 was lower than the 

adopted threshold value of 05. 
-

cators, the  variation rate was used, calculated with the 
relationship (7) and it was required that the features are more 
changeable than the arbitrarily adopted value of =20% [15]:

,j

j

jsr

s

X
H  (7)

where:
S

j

X

In order to eliminate unfavourable phenomena occurring 

-

As the presented requirements for the development of 

indicators were selected: 

daily power consumption: 
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geometrical average of daily 
load: PPPG

e
, (14)

average harmonious daily 
load:

i i
P

H , (15)

where:
P

i
, P

j
 - load in hour i (j),

i, j = 1, 2, ..., 24,
T

d
= 24 hours.

-
ter analysis performed in the Statistica 10.0 application, 
attempts were made to determine the most effective indi-

Selection of variables and analysis 

of causes” module available in the programme. The cluster 
analyses were performed with the k-average method and 
EM method, belonging to the non-hierarchical catego-
ry. The classic algorithm of k-averages was popularised 
by Hartigan [6, 7]. The essential idea of this algorithm is 
to assign an observation of a set number of k-clusters in 
such a manner that a minimum internal differentiation and 
maximum inter-group differentiation is achieved. During 
the cluster analysis performed with k-averages also the 

was examined: 
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The EM method algorithm for cluster analysis was de-
scribed in detail by Witten and Frank [21]. Its basic idea 
relies on the determination of the probability density func-

determined, together with standard deviation for each cre-
ated cluster, so that the reliability of observed distribution 
is maximised. In the EM method, the distances between 
clusters are calculated with the Euclidean measure.

determined on basis of a crosscheck multiplied with v. This 
method consists of dividing data into random-selected v-sep-
arable parts. In the next step, an analysis for the preliminarily 
adopted k

v-of this data group by using for this purpose v-1 of a part of 
data as reference cases. As we know the dependent variable 
data in the data cluster for which the prediction was made, 
the prediction tolerance can be calculated. The accuracy 

Then the entire procedure is repeated for all v data segments. 
At the end of the cycle the errors are averaged and model 
quality measures are determined. The above procedure is 
repeated for various k values. As an optimum number of 
clusters k value was adopted with regard to which the best 
model quality was obtained.

Grouping method Input variable, formula no. Cluster interval Number of clusters MAPE [%] [%]

k-average algorithm 8-24 Euclidean 5 17,34 14,73

k-average algorithm 8-24 after standardisation Euclidean 5 17,34 14,73

k-average algorithm 9,16,23,24 Euclidean 5 18,43 15,68

k-average algorithm 24 Euclidean 9 19,93 16,16

k-average algorithm Euclidean 5 17,47 14,8

k-average algorithm 8-24 Manhattan 5 21,39 17,3

k-average algorithm 8-24 after standardisation Manhattan 5 17,28 14,72

k-average algorithm 9,16,23,24 Manhattan 6 18,04 15,12

k-average algorithm 24 Manhattan 9 18,61 15,04

k 8-10,14-16, 19, 23, 24 Manhattan 5 16,11 14,1

k-average algorithm 8-10,14-16, 19, 23, 24 after standardisation Manhattan 5 18,31 15,29

k-average algorithm 8-24 Chebyshev 5 18,19 15,16

k-average algorithm 8-24 after standardisation Chebyshev 5 18,19 15,16

k-average algorithm 9,16,23,24 Chebyshev 5 18,48 15,55

k-average algorithm 24 Chebyshev 9 18,61 15,04

k-average algorithm 9,10,14-16,19,23, 24 Chebyshev 5 17,19 14,68

EM algorithm 8-24 Euclidean 3 19,4 16,13

EM algorithm 8-24 after standardisation Euclidean 5 16,02 14,16

EM algorithm 9,10,17,23,24 Euclidean 2 21,36 17,64

EM algorithm 13,14,21-23 after standardisation Euclidean 5 15,18 13,58

EM algorithm 24 Euclidean 1 39,74 31,51

EM algorithm 21 after standardisation Euclidean 2 26,23 21,49

EM algorithm 8-10, 14 -16, 23, 24 Euclidean 3 19,88 16,52

EM 8-10,13,14,19-23 after standardisation Euclidean 7 14,01 12,65
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In table 2, the error values of hourly power demand 
forecast errors are listed, as obtained on basis of various 
indicator combinations depicting the power demand and 
various distance measures between the observations.

for the purpose of determining days with a similar load 

the power cleared on the balancing market was reduced. 
By using the k-average algorithm for analysing purposes 
the lowest MAPE and  error values of 14,01% and 
12,65% were achieved by using the following indicators for 

intervals, variance, daily load variation rate and production 
output quantity. Also an over 1% error rate reduction was 
observed in case of analyses where the clusters observation 
interval was Manhattan. 

The same set of variables in the cluster analysis with the 

less consistent with real data, while forecasts created on their 
basis generated higher amounts of power to be balanced 
out. It was however noticed that for the EM algorithm one 
can achieve much more homogeneous week day clusters, 

forecasts involving a relatively small error risk (MAPE = 
14,01%,  = 12,65%), provided that the input data are 
standardised. The desired impact of standardisation of ex-
ogenous variables on the quality of hourly power demand 
forecasts was not clearly stated for the k-average algorithm. 

CONCLUSIONS

According to the performed analyses, the development 

all days of the year will have an average value of relative 
forecast tolerance of 40%, while the share of power to be 
cleared on the balancing market will amount to 30% of total 
power consumption. 

Thanks to the use of calendar data for the development 
MAPE tolerance was reduced below 

25%. On the other hand, the share of energy to be cleared 
in the balancing market remained below 21% of total power 
consumption in the facility. Furthermore, thanks to the use 
of information whether on a given day poultry slaughtering 
activities were to be carried out (without information on 
their extent), it was possible to lower the values of indicators 

by further 2%.

the purpose of determining days with a similar load pro-

power cleared on the balancing market was reduced. Within 
the performed research the lowest MAPE and  error 
values of 14,01% and 12,65% were achieved with the EM 
concentration analysis algorithm and the following varia-
bles: daily peak and average daily load of electric power, 

rate and production output quantity. The obtained tolerance 

(error) level will act as a point of reference while developing 
hourly power demand forecasts both for conventional and 
alternative models. 
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