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Summary. The study shows the comparison between k-means
and EM methods of clustering and the rough set theory as far
as determining the rate of mass accumulation of waste in rural
areas is concerned. Performed comparative analyses reveal that
the average mean absolute percentage error — MAPE for k-means
and EM algorithm ranged between 33 and 41% for the training
set and between 20% and 40% for the test set. The rough set
theory was characterised by a much better quality of prognosis,
for which MAPE value established for the test set was 14%.
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INTRODUCTION

Amendments to the Act on Maintaining Cleanliness
and Order in the Municipalities of 13 September 1996 en-
tered into force in January 2012 and were again amended in
January 2013 [consolidated text: Journal of Laws of 2012,
item 391]. These changes revolutionised waste management
system. According to the amendments, the municipalities
became owners of waste and as such took control over waste
management in their areas. Waste management requires
considerable financial resources, which are estimated at
PLN 650-890 million per year in Poland, which constitutes
8-10% of all the environmental expenditures [Konieczna,
Kulczycka 2011]. Apart from economic criteria, the creation
of waste management system has to encompass also the
criteria of social acceptability and ecological effectiveness.
The basis of rational waste management planning is the
rate of waste accumulation, whose proper selection is the
most important task of the planning stage [Kempa 1983].
The amount of generated waste is influenced by economic,
social and infrastructural factors. Determining the groups of
elements that affect the change in the amount of generated
waste is not enough, as it is not known how strong their
interactions are [Malinowski et al. 2009, Tatataj 2011, Szul
et al. 2014]. In the choice of a method allowing to develop

a model that predicts the amount of generated waste and is
the basis of management planning in a given area, a munici-
pality, should take into account a number of features, which
will expectedly have an essential effect on the final outcome.
Due to defining a number of features, i.e. mutually correlated
quantitative and qualitative variables, it is an interesting
alternative to apply methods using cluster analysis and the
rough set theory.

Methods of cluster analysis are often used in objects
and features clustering. This concept was introduced by
Tryon in 1939. Currently, this term includes many differ-
ent algorithms of classification [Hartigan 1975; Hartigan,
Wong 1978; Necka 2013; Sneat & Sokal 1973; Ward 1963;
Witten & Frank 2000], among which the popular ones are
k-means and EM algorithms. Generally, it can be said that
cluster analysis is an exploratory analysis of data, aiming
at extracting objects from a large set in such a way that ele-
ments belonging to one group are as homogenous as possible
within particular groups and as different as possible from
objects belonging to other groups. Cluster analysis methods
allow to identify structures present in a set, but they do not
explain the mechanism of their creation.

A classic k-means clustering algorithm was popularised
by Hartigan [Hartigan 1975; Hartigan, Wong 1978]. Dur-
ing its implementation, as the first step, observations are
randomly allocated to an established £ number of clusters.
Next, observations are transferred between the clusters in
such a way that the means in the clusters (for all variables)
are as different from one another as possible. As the optimal
number of clusters is not known, it has to be determined
by an expert or on the basis of the developed algorithms.
Usually the number of clusters is selected with the use of
v-fold cross validation algorithm. The idea of this method
is to divide the whole sample into v subsets, and then, the
same analysis is in turn performed on the observations of
v-1 subsets, i.e. on the so-called training sample. Next, the
results of the analysis are applied to the data of the training
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sample, which had not been so far used in the analysis, and
the measure of predictive power is determined on its basis.
The results of v repetitions are aggregated and give one
assessment of the model’s stability, i.e. its ability to predict
new observations.

Another popular procedure is EM method cluster anal-
ysis, whose detailed description was presented by Witten
and Frank [2000]. This algorithm calculates the probabil-
ity of cluster membership, with the assumption of one or
many probability distributions. The aim of the algorithm
is to maximise the general probability for a given division
into clusters. The advantage of EM algorithm over k-means
algorithm is the fact that it can be used both for quantitative
and qualitative variables.

Another method is the rough set theory, which was in-
troduced in the 1980s by professor Zdzistaw Pawlak [1982].
It is a relatively new mathematical method of data analysis.
It is used as a tool for the synthesis of advanced and effec-
tive analyses methods and for the reduction of data sets
[Muruszkiewicz 2004]. Rough sets serve as a methodology
in the process of discovering knowledge in databases. This
process is usually both iterative and interactive (a lot of
decisions are made by the user) [Sodtacki 2001]. The rough
set theory is very significant in the process of data extraction
due to the fact that it is one of the fastest developing areas
of artificial intelligence. It is used to describe imprecise,
uncertain knowledge, to model decision-making systems
and approximate reasoning [Semeniuk-Polskowska 2001].
Methodology of deduction that uses rough set theory refers
only to the qualitative nature of the objects’ features. This
causes limitations and difficulties when we deal with quanti-
tative and not qualitative features. In such a case, the integra-
tion of valued tolerance relation proves useful [ Stefanowski
and Tsoukias 2000]. It allows to introduce more flexibility
to the rough set theory when examining data and to analyse
observations expressed in a quantitative form. This course of
action is aimed at selecting the most important conditional
attributes which are necessary to make the right decision
in individual decision-making subgroups [Renigier 2008].
Standard assumption of the rough set theory is based on the
indiscernibility relation concept as a precise equivalence
relation, which means that the objects will be indiscernible
only when they have similar attributes (0 — 1 system). Ap-
plication of valued tolerance relation to the rough set theory
allows determination of the upper and lower approxima-
tion of a set with different levels of indiscernibility relation
[d’Amato 2006]. Owing to this solution, one can compare
two sets of data and achieve a result in the 0...1 range, which
constitutes the level of indiscernibility relation. This range is
a membership function derived from the assumptions of the
fuzzy set theory. The closer the result to 1, the more similar
are the objects (indiscernible) with regard to the analysed
attribute, and the closer the result to 0, the more discernible
they are [Renigier-Bilozor 2008, 2008a, Renigier-Bitozor,
Bitozor 2013, Stefanowski 2001].

The rough set theory is a certain theory of knowledge
(theory of information systems) and serves as a tool for
describing uncertain, imprecise knowledge, for modelling
approximation reasonings and decision making systems as
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well as systems of feature and classification recognition.
The results of theoretical study within RST involve logics,
set theory, knowledge representation, data filtering, algorith-
mic problems connected with information systems [Nguyen
2013, Semeniuk-Polskowska 2001]. Although developed
a short time ago, rough set theory is used in a number of new
fields of study. Nowadays, it is used both in medicine, phar-
macology, economics, banking, chemistry, sociology, acous-
tics, linguistics, general engineering, neuroengineering as
well as in the diagnostics of machines, geography, land man-
agement and environmental engineering — the publications
of results can be found, inter alia, in [Bondar-Nowakowska
2000, Deja 2000, Hachot, Bondar-Nowakowska and Rein-
hard 2008, Komorowski et al. 1999, Mrézek and Ptonka
1999, Pawlak 1997, Polkowski and Skowron 2001, Renigier
2006, Renigier-Bitozor 2011, Renigier-Bitozor and Bitozor
2007, 2013, Renigier-Bitozor and Wisniewski 2012, Stow-
inski 1999, Szul et al. 2014].

METHODOLOGY

The research was limited to two commonly used meth-
ods of cluster analysis, i.e. k-means and EM methods. In
both the methods, calculations began with dividing objects
into the training and test set, then input variables were stand-
ardised and the number of clusters established. V-fold cross
validation was performed in order to establish an optimal
number of clusters. Next, “Generalised cluster analysis”
module available in Statistica 10.0 program was used. It
transferred objects between these clusters in such a way as
to minimise variability within the clusters and maximise
variability between the clusters. The following distances
were set while performing analyses with k-means method:

Euclidean distance — geometric distance within a mul-
tidimensional space:

f 2
Euclidean distance = |3, (Xi-Y;) " ,

Manbhattan distance — sum of differences measured along
dimensions:

(M

n
Manhattan distance = z IX;-Y;5] . 2)
=1
Chebyshev distance — it is used when we want to define
two objects as ,,different”, when they differ in one dimen-
sion:
Chebyshev distance (X,Y) = max|X;-Y;| ,  (3)
As the next step, these methods were compared with
the calculations using the rough set theory, whose detailed
methodology was presented inter alia in the following stud-
ies: [Pawlak 1997, Renigier-Bitozor 2008, Szul et al. 2014].
In this method, municipalities selected for analysis were
divided in a way analogous to the analysis of clusters into
two subsets: the training set and the test set. Objects within
the training set were presented in the form of a decision table
where the features characterising the municipalities were
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described with condition attributes. The decision attribute
of the rate of mass accumulation of waste in households,
kg-(person-year)! was also established. Next, the matrix
of ,,valued tolerance relation” was calculated for condition
attributes:

R, (x,p) = max[zn: R, (x,p)J , 4)

j=1
where:
R — valued tolerance relation,
x — attribute of the considered object,
p — attribute belonging to the conditional part of the con-
sidered decision rule,

Whel;;cj(x,y) _ max(0,min(c; (x) ¢ () ,:k —max((¢;(x) ¢ () , (5)
where:

R(xy) - is the relation between two sets with a membership
function [0,1],

¢(x).c() - variable of the analysed object,

k — coefficient taken as a standard deviation in the set of

a given attribute of the analysed object.

After having determined indiscernibility classes for
condition and decision attributes, quality and accuracy
indicators of approximations within individual decisions
sub-clusters were calculated:

card(POS, (U

card(0 X,)

(6)

7y (X)=

where:
O X — the number of lower approximation objects (cardinal-
ity of the lower approximation of X set),
OX — the number of upper approximation objects (cardinality
of the upper approximation of X set),
POS, — the number of objects in the indiscernibility class of
a decision attribute.
card(0 X)
B X)=—,
card(0 X)

(7

where:

O X- the number of lower approximation objects (car-
dinality of the lower approximation of X set),

OX~ the number of upper approximation objects (cardi-
nality of the upper approximation of X set).

Having distinguished representative decision rules the
author determined the rate of mass accumulation of waste.
For this purpose the municipalities from the test set were
used. Applying valued tolerance relation (VTR), the author
checked to which of the decision rules selected above the
analysed municipality has the highest level of membership.

The quality of the match between the predicted rate of
mass accumulation of waste in households and its real value
was estimated by determining the value of error:

ME:1~Zdi—di”, (®)
n i

_ AP
i i

APE = 100, )

i
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i

-100, (10)

where:

d,— the rate of mass accumulation of waste in the house-
holds, kg-(person-year)?’

d? —predicted rate of mass accumulation of waste in the
households, kg-(person-year)™.

RESULTS

Analyses presented in the study were performed on the
basis of statistical data from Matopolska Voivodeship of
2012 [GUS 2013]. During this time in the analysed area
1001 thousand Mg of waste was generated, which consti-
tutes 7,8% of the waste stream on a national scale. The
indicator expressing the amount of waste produced per one
inhabitant in 2012 was 300 kg:(person-year)! for Matopolska
Voyvodeship and it was only slightly lower than the national
average, i.e. 314 kg(persoryear)!. An average household
in Matopolska produces 118 kg:(person-year)!, while in the
rural areas this value is lower by about 45%.

The comparative analysis of individual methods’ effec-
tiveness while determining the rate of waste accumulation
for rural areas was done on the example of the set of 60
randomly chosen rural municipalities and rural areas of ur-
ban and rural municipalities of Matopolska Voivodeship.
The number of objects within the set was chosen in a way
to enable the level of confidence of 95%. Then, the mu-
nicipalities chosen for the analysis were divided into two
subsets: the training set containing 40 objects and the test
set comprising 20 objects.

Objects within the training set were presented in the form
of a decision table (Table 1) where the features character-
ising the municipalities were marked with symbols ¢ +c,,
and the rate of mass accumulation of waste in households,
which is a decision attribute was marked with d symbol.

Table 1. Information system (decision table)

Condition attributes Decision attribute
c1|c2|c3|c4|c5|c6|c7 d

Municipality/
object number

Source: own study on the basis of General Statistical Of-
fice’s data

For the aforementioned attributes, domains were deter-

mined according to the following assumptions:

¢, — population density, [people-km™],

¢, —average area of agricultural land, [ha],

¢, — building’s age rate (established as a weighted arithmetic
mean of the number of buildings from different periods
of time i.e. before 1944, 1945-1970, 1971-1988, 1989-
2002, 2003-2012),

¢, — participation of buildings heated with natural gas,

¢, —municipality type, (1 — suburban, 2 — tourist, 3 — ag-
ricultural),

¢, — participation of households deriving income from ag-
ricultural activity,
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¢, — income rate (municipalities’ own income — participation
in taxes comprising national budget income personal
income tax), [PLN-(person-year)!],

d — the rate of mass accumulation of waste in the households,

[kg:(person-year)!].

The values of particular attributes were established on
the basis of statistical data included in the Regional Data
Bank of General Statistical Office for 2012 and 2010 Gen-
eral Agricultural Census available on the General Statistical
Office’s website [GUS 2013].

With the use of condition attributes (¢, —¢,), the training
set was divided by Statistica 10.0 program into an optimal
number of clusters on the basis of v-fold cross validation. Ob-
servations from the test set were assigned to different groups.
Then, on the basis of the training set, mean values of the
decision attribute (d_[kg:(person-year)™]), its variability and
the coefficient (V]%]) were determined for individual clusters.
The results of achieved analyses are presented in Table 2.

Table 2. Decision attribute’s variability for determined clusters

3 Clustering algorithm:
g k-means — distance between the objects: EM
_3 Euclidean | Manhattan | Chebyshev

d, |4 d, |4 d, |14 d, |14
1 50 47 52 36 53 33 60 40
2 55 26 56 35 93 31 84 34
3] 86 32 85 33 97 38
4| 107 | 26 | 107 | 26

As the final step, individual clusters of the test set were
attributed with decision algorithm values i.e. the rate of
mass accumulation of waste from households, determined
on the basis of the training set. The achieved values were
compared with real data and the error level was established.
The achieved results are presented in Table 3.

The performed analyses show that the mean value of the
rest for all methods of cluster analysis determined for the
training set was 0 [kg-(person-year)!]. For the training set it
oscillated between — 3 [kg*(person-year)!] for the rough set
theory and 22 [kg:(person-year)!] for k-means method, for
which the Euclidean distance between objects was calculated.
In case of the training set observations, k-means method of
clustering generated underestimated prognoses independent-
ly of the type of distance calculated between objects, contrary
to EM method and the rough set theory. The average MAPE
for k-means and EM algorithm ranged between 33 and 41%
for the training set and between 20% and 40% for the test
set. The rough set theory was characterised by a much better
quality of prognosis, for which MAPE value was 14%.
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With the purpose of a better presentation of the changes
in differences generated for individual methods, empirical
distribution function for APE has been shown in Figure 1.
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Fig. 1. Comparison of empirical distribution function for APE

On the empirical distribution function for APE diagram
(Fig. 1) we can see that the rough set theory was charac-
terised by the best quality of prognosis of the rate of mass
accumulation of waste in households for the test set. Partici-
pation of error with the lowest value was similar to k~-means
clustering method and it was less than 10% of the observa-
tions. The advantage of rough set theory for such a small
test was very much visible for bigger errors of the prognosis.
Maximum APE value determined with this method did not
go beyond 40% whereas for k-means method it was around
80-90%. The lowest quality of prognosis despite the highest
percentage of low value errors was characteristic of EM
method of clustering. Low value errors accounted for almost
20% of observations, but at the same time the maximum
values of errors were as high as150%.

CONCLUSIONS

The performed comparative analyses show that the av-
erage mean error — ME for all methods of cluster analyses
determined for the training set was 0 [kg-(person-year)™].
For the training set it varied from — 3 [kg*(person-year)™!]
for rough set theory to 22 [kg-(person-year)™!] for k-means
method, for which the Euclidean distance between objects
was calculated. In case of the training set observations,
k-means method of clustering generated underestimated
prognoses independently of the type of distance calculated
between objects, contrary to EM method and the rough
set theory.

Table 3. Characteristic of the estimation error of the rate of mass accumulation of waste in households

Error clustering algorithm:
k-means — distance between the objects:
le: EM Rough set th
Sample Euclidean Manhattan Chebyshev ough set theoty
ME MAPE ME MAPE ME MAPE ME MAPE ME MAPE
training 0 33 0 35 0 35 0 41 - -
test 22 29 10 31 20 29 -6 40 -3 14
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The average MAPE of prognosis for k-means and EM

algorithm ranged between 33 and 41% for the training set
and between 20% and 40% for the test set. The rough set
theory was characterised by the best quality of prognosis,
for which MAPE value was 14%.

The performed analyses have proved that rough set the-

ory should be used for estimating the rate of mass accumu-
lation of waste from rural areas especially when the number
of objects within the cluster is low.
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POROWNANIE PRZYDATNOSCI
ANALIZY SKUPIEN ORAZ TEORII ZBIOROW
PRZYBLIZONYCH DO SZACOWANIA WSKAZNIKA
MASOWEGO NAGROMADZENIA ODPADOW
NA OBSZARACH WIEJSKICH

Streszczenie. W pracy przedstawiono poréwnanie metod gru-
powania k-$ednich i EM oraz Teorii Zbioréw Przyblizonych do
wyznaczania wskaznika masowego nagromadzenia odpadow
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odbiorcow wiejskich. Z wykonanych analiz porownawczych wy-
nika, ze $rednia warto$¢ btedu MAPE dla algorytmu k-srednich
i EM zawierata si¢ w przedziale od 33 do 41% dla zbioru ucza-
cego i w zakresie od 20% do 40% dla zbioru testowego. Duzo
lepsza jakoscig prognozy wskaznika charakteryzowata sie Teoria
Zbioréw Przyblizonych, dla ktorej wartos¢ MAPE wyznaczona
dla zbioru testowego ksztattowata sie na poziomie 14%.

Stowa kluczowe: analiza skupien, gospodarstwa domowe, od-
pady, Teoria Zbioréw Przyblizonych.



