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Abstract. The paper presents a method of multivariate data analysis described by 

a model which involves fixed effects, additive polygenic individual effects and the ef- 

fects of a major gene. To find the estimates of model parameters, the maximalisation of 

likelihood function method is applied. The maximum of likelihood function is com- 

puted by the use ofthe Gibbs sampling approach. In this approach, following the condi- 

tional posterior distributions, values of all unknown parameters are generated. 

On the basis of the obtained samples the marginal posterior densities as well as the esti- 

mates of fixed effects) gene frequency genotypic values, major gene, polygenic and er- 

ror (co)variances are calculated. A numerical example, supplemented to theoretical 

considerations, deals with data simulated according to the considered model. 
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Introduction 

A number of single genes with considerable effects were identified over the last 

decades. An exact estimation of these effects is possible in the absence of 

polygenes and the so-called loop pedigrees. However, in livestock populations 

major gene effects are masked by both polygenic and environmental variability. 

Several classical procedures for detection of major loci for single traits are pre-- 

sented in literature (LE ROY, ELSEN 1992, ELSTON, STEWARD 1971, MORTON, 

MACLEAN 1974). Recently, the bayesian methods have also been developed for 
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this purpose (GUO, THOMPSON 1992, JANSS et al. 1995, MIYAKE et al. 1999, 
DOBEK et al. 1999). However, the majority of these algorithms are based on 
unitrait models. On the other hand, it is known that many of these genes have 
multitrait effects resulting from pleiotropy and/or linkage phenomena (MERAT 
1993). Hence, multitrait linear models are necessary to detect the presence of 
a major gene. 

The main purpose of this paper is to present a method for the analysis of data 

described by a model which involves correlated individual polygenic effects and 
an effect of a major gene following the Mendelian inheritance rules. The model 

additionally contains fixed nongenetic effect, which increases the adequacy of 

the model. To find the estimates of the model parameters the maximalisation of 

likelihood function method is used. The maximum of likelihood function is calcu- 

lated on the basis of a Monte Carlo procedure, named Gibbs sampling. 

Model 

In a mixed model it is assumed that the traits are influenced by the genotype at 

a single locus (major gene) and by polygenic effects. Moreover, it is assumed that 

the single locus is an additive biallelic locus with Mendelian transmission proba- 

bilities. The alleles at the single locus are A; and A) with probabilities 6 and 1— 9, 

and therefore the genotypes are : A}A;,, AjA2,, ArA2 (A2A1 = Aj Az), denoted by l, 

2 and 3, respectively. We further assume a homogeneous population of individu- 

als with genotypes in Hardy- Weinberg equilibrium. | 

For a given configuration of major genotypes, say G, the observation model 

can be written as 

Y=XB+ZWM+ZU+E, (1) 

where Y is the n * p matrix of observations, p is the number of traits (variables) 

measured on each individual; X is the n x r design matrix for nongenetic effects; 

B is the r x p matrix of fixed effects; Z is the n x g design matrix relating polygenic 

effects and major gene to observations; W is the g x 2 random matrix containing 

information on the genotype of each individual. Each row of W has one of the fol- 

lowing forms: {1, 0}, {—1, 0} and {0, 1}, depending on whether the individual has 

the genotype A,A\, A2A2 or Aj A; M is the 2 x p matrix with elements myj corre 

sponding to the effect of the genotype A; A, for the j-th trait and my; corresponding 

to the effect of the genotype A\A: for the j-th trait; U is the g x p matrix of random 

polygenic effects, such that cs(U) ~ N „(0,2 „ QA), where2, isthep xp addi- 

tive genetic covariance matrix and A is a q * q relationship matrix; E is the 7 * P 
i X 

matrix of random errors, such that cs(E) — N„ (0,2; ©I), where Z, isthep *P 

residual covariance matrix.
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At the beginning it is necessary to assign the true prior distributions to all un- 

known parameters. Flat or uniform prior distributions are assigned to B and M. 
Further, it is assumed that the rows of U follow a normal distribution, i.e. 

u -N,(0,Z,), 
when the individual i is from the base population, so-called population of found- 

ers, and in other cases 

l l l 
u-N, [zu +zuzZ. |. 

Where us (u,, ) are the polygenic effects of sire (dam). 

The probability of genotypic configuration G can be written as 

p(aj= [] ?(G) [I (GIG, „6, ) 
i= founders i=nonfounders 

where P(G,) is a function of © and P(G, IG 5 Gp, ) is the Mendelian segregation 

probability and therefore the distribution can be presented as 

P(G)« n(G)exp{ (21, 1 +1,1, )ш[6/(1-6)] +21, (1 - 6), 

with A(G) not depending on 9, and 1,, 11 and 1, being the vectors of 1 and 0 with 

ones corresponding to founders, individuals with A,A; and AjAa, respectively. 

The joint posterior density has the form 

-t) 21m 12 l s- 
P(B,M,G,U,2;,Z,ly) c [El А о, iap|-przzv, (2) 

of 5 es(U)'(Zy @ A)” (U) (вехи (1, 1, +1,11,)In —, +21, In(1 -*)| 

where Vy = (Y- XB- ZWM - ZU) (Y- XB — ZWM — ZU) = yey". | 

Inferences about each of the unknowns are based on their respective marginal 

densities. Each marginal density is obtained by successive integration of the joint 

density (2) with respect to parameters other than the one of interest. To overcome 

the difficulties connected with the integration, the Gibbs sampling procedure is 

proposed. | | 

The fully conditional posterior densi 

ment the Gibbs sampling. Each full con 

other parameters as known. 

The conditional posterior 

fects is 

ties of all unknowns are needed to imple- 

ditional can be obtained by regarding all 

distribution (c.p.d.) for each of the nongenetic ef- 

2 

В, | all other parameters ~ № ( Yo) / UECH / n,) ,
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where YP=Y-ZWM-ZU, JG, ) is the sum of observations at level (7) for the j-th 
variable, n, is the number of these observations, and с. is the diagonal element 
of ŻE . 

The conditional probability densities for m,, and m,, are 

2 т, | all other parameters — N Git) - yey )/ (%) +13), ya) 

3) 

and m, | all other parameters — N Yyy | Ma): m с. | , 
2 

where JG) and m,,, denote the sum and the number of elements corresponding to 

genotype i for the j-th variable in the matrix Y™ = Y — XB- ZU. 

In establishing the c.p.d. for G and u, the procedure of blocking was imple- 

mented. The idea of blocking sires with its final progeny (i.e. progeny that are not 

parents themselves) used by JANSS et al. (1995) improves the efficiency of sam- 

pling scheme. 

The c.p.d. for G;, is 

— when i is a dam 

| 
G, all other parameters oc ору |, Gs, 5 ) Il P(G, Gs,.G, , 

p(progem) 

where y is the i-th row of the matrix Y” corresponding to individual with geno- 

type G, and Jp = 1 or 0 if the individual is or is not observed, 

— when / is a sire 

Р(С, 

x [I Een 2 ув: "ХЕ Ув |<, б,,бь, }, 
S (final) бу 

E -ILE J 
G, |all other parameters «c ex - = Yi) De) G,,G, ‚) 

  
LI p(nonfinal ) 

— when i is a final progeny 

G, fall other parameters oc e] 2 уху: P(e, Gs, , Gp, 

In the case of founders the conditional probability P (G, Gs, ‚С >) is replaced 

by P(G)). Нах 
The conditional posterior density for polygenic effect u; is normal, wi 

pected value E and variance V of the form: 

р(рговепу) Е= у Хр +. (чь +1. ) +5 -J,zy 2 (2u ар, )
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4 u of | +57 (22, +2.) „Z„(%> - ups, Ey PREV - 15,5, | 

and 

V"=JŻz +(J, +1} Ма tds [v,Q22, +Zy) -N,zy |, 

where y) is the i-th row of the matrix Y' = Y — XB-ZWM, u p,/s, 1S the vector 

of polygenic effects of the dam or sire of the p-th individual (depending on 
whether the sire or dam is sampled) and N, is the total number of progenies, N;y is 

the number of final progenies. The parameters Js = 1 or 0 if the individual does not 
have any offspring, Jp = 0 or | if the individual is or is not a founder, and Jr= 1 

or 0 if the individual is a sire and has final progeny or not. 

For the covariance matrices the densities have inverted Wishart distributions, 

namely: 

> „| all other parameters — /W, | w A” Uv) , a | , and 

Z ,| all other parameters — JW, | у") n | . 

Estimation 

The estimation procedure is realized in two steps. In the first step, following 

JANSS et al. (1995), a long Markov Gibbs chain is produced in the following way: 

(i) set arbitrary initial values for B, M, G, U, 2v, ŻE, 

(ii) generate B, G, M, and U from the c.p.d., 

(iii) generate Xy and L_ from the c.p.d. | 

Samples obtained in this way are stored. Then a general inference can be made 

by visualizing the marginal posterior densities for all parameters. The posterior 

density can be summarized by one or more statistics. For symmetric densities 

these can be the mean or variance. For the non-symmetric it can be the mode 

or median. The decision is up to the experimenter. 

Having estimates obtained with this method, we are following the analysis in 

the second step. In this part, using the information about parameters, we are realiz- 

ing the Monte-Carlo Expectation Maximization algorithm described by GUO and 

THOMPSON (1994). The algorithm is as follows: 

(i) take initial estimates for B, M, Zu, Ze, and 9; 

(ii) generate G and U as in the first step, 

(iii) calculate the parameters В, M, Zu, Zz, and © on the basis of the formulas:



Table. True, initial values and posterior means of model parameters 
  

      
  

  

  

  

  

  

  

Parameter True Initial value Mean 

First trait: 

fixed effect (I): 

В 0.00 0.00 0.00 

Ba, 0.50 0.00 0.75 

В. 0.25 0.00 0.44 

fixed effect (II): 

Ва 0.00 0.00 0.00 

Bs, 0.10 0.00 0.08 

02, 0.60 0.50 0.61 

5’. * 0.80 0.50 0.79 

o; 0.20 0.50 0.30 

m 2.00 1.00 1.88 

m2) 0.00 1.00 0.15 

Second trait: 

fixed effect (I): 

B,, 0.00 0.00 0.00 

Pas 0.25 0.00 0.23 

Bu 0.30 0.00 0.26 

fixed effect (II): 

Bas 0.00 0.00 0.00 

Вы 0.30 0.00 0.30 

с’, 0.60 0.50 0.66 

с? * 0.40 0.50 0.39 

с, 0.20 0.50 0.22 

1112 2.00 1.00 2.02 

My 1.00 1.00 1.06 

Third trait: 

fixed effect (I): 

В 0.00 0.00 0.00 

В. 0.00 0.00 -0.06 

В, 0.00 0.00 0.07 

fixed effect (II): 

Bas 0.00 0.00 0.00 

B., 0.00 0.00 0.01 

CH 0.60 0.50 0.53 

o?,* 0.20 0.50 0.18 

o”, 0.20 0.50 0.20 

mi; 2.00 1.00 2.02 

2.00 1.00 1.78      
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Common parameters: 

      
      

0 0.70 0.50 0.72 

Polygenic additive covariances: 

O „2 0.00 0.00 0.08 

биз 0.00 0.00 0.02 - 

O „3 0.00 0.00 | 0.14 

Single gene covariances: 

co 0.50 0.00 0.51 

O13 * 0.20 0.00 0.17 

fo al 0.20 0.00 0.17 

Residual covariances: 

O.» 0.10 0.00 0.05 

Gm 0.00 0.00 —0.03 

O23 0.10 0.00 0.05 
  

* denotes the major gene variances for first, second and third trait, respectively. 

** denotes the major gene covariances between these traits. 

A _ 4p 
By = My /M, 

m,, = (> ) - yu) (тк) +n,,) m,, = Ул I ma) 

с 1 ’ "\- > _1 rye Sy =" (ZAZ') 'Y' ŻE=ZYTY 

1 
Bag lel, +1,1,), 

where ng is the number of founders and r(X) denotes the rank of the matrix X, | 

(iv) with estimates from (iii) go back to (ii) and repeat the calculation until 

the prechosen number of N steps are completed. | 

The results obtained in the last step are taken as the Monte-Carlo EM esti- 

mates. 

Simulation study 

The simulated data used in this study were created on the basis of a mixed inheri- , 

tance model (major gene plus polygenes). A non-inbred population consisted of 

259 recorded and 41 base individuals. Two fixed effects (with three ane we С 

els, respectively) were considered. Three traits observed in each records in ivi i 

ual were included into the analysis. More details concerning Mie popu 4 Ok an 

initial values for estimated parameters are listed in the Table. All individuals are
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assumed to be heterozygotes. The Gibbs sampler was run 2 500 000 rounds and 
each 500-th sample was stored. Finally, 5000 cycles were chosen to outline a pos- 
terior density of estimated parameters. 

Since the parameters’ posterior distributions are approximately symmetric, 
modes are not shown in the Table. Generally, posterior means of estimated param- 
eters are satisfactory. The main goal of this investigation, the detection of three 

trait single gene effects has been achieved. However, some estimates of fixed ef- 

fects are different from their true values. Moreover, the residual variances of 

the first two traits are slightly overestimated and the residual covariances between 

studied traits are slightly underestimated. 

Implications 

Although, as already mentioned, the simulation study gave optimistic results, it 

should be noted that the effects of a single gene (and their variances) were rela- 
tively large, whereas the polygenic and residual effects were rather moderate in 

this example. For simplicity, null polygenic additive covariances between these 

traits were also assumed. Thus, a detection of major gene effects was evident. 

It seems that the proposed method requires further studies, including more com- 

plex genetic models and different aspects of data modelling. An investigation (for 

unitrait model analysed via Gibbs sampling) conducted by SZYDLOWSKI and 

SZWACZKOWSKI (1998) showed for example that skewed trait distribution leads 

to false inference about the presence of a major gene. 

From a practical point of view this algorithm offers a number of genetic param- 

eters (as functions of estimated variance-covariance components) used in live- 

stock improvement. Apart from classical parameters (heritability and genetic 

correlation), the (co)variance function estimates for a single locus (e.g. ratio of 

major gene variance to total variance as well as respective genetic correlations) 

are also possible to estimate. 
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