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Summary

One of the main statistical problem is testing bypothesis about equality of means of
several populations. In practice, to test this lilypsis the F test is used. However, the F testneed
normality of populations and homogeneity of varescin practice, generally these assumptions
are not fulfilled. In such cases nonparametricsta$iould be used. Practitioners apply the F-test
without verifying assumptions, with confidence thfais test is the best one. In the paper we show
in simulation study that nonparametric Kruskal-Wgalest is not worse than the F test by mean of
their sample significance levels, and power undeesal alternative conditions.
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1. Introduction

Planning experiments we should know which hypothesdll be verified
and which test will be used. In the literature liGtsubject, to the same testing
problem several tests are frequently proposed. Meweve should apply the
most proper test. Such a test should keep a signife levela, and should
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have a high power. The power of the test says eguent wrong alternative
hypothesis is rejected. The power depends on gignife level, sample sizes
and distances of population means (Cohen, 1988).

In the paper we focus on testing the hypothesisitabquality of several
mean populations. In this problem, we can use thesFwhere populations are
normal and homogeneous, or the Kruskal-Wallis t€he second test can be
used even when the assumptions for the F test @renat. In Section 2 we
describe the Kruskal-Wallis test. Simulation resutin sample significance
levels are presented in Section 3, and power di bedt in Section 4. Some
concluding remarks are given in Section 5.

2. Parametric and nonparametric testsfor equality of several mean
populations

Let us assume that we are interested in testingathesis about equality of
means ok independent populatiors,, Tt,,..., T, (K >2), namely,

Ho tHy =H, == 1y, (2.1)

where 4, HU,,...,l4, denote unknown means of populations. The hypathesi

(2.1) will be verified against the alternative tmait all means are the same i.e.
Hl : D “‘| 7 u] ’

iZj=1k

Let  Xypyeoos Xy i Xpgyeees X X X

samples of the sizes,,n,,...,n, from 11, T0,,..., T, . WhenX's are normally

distributed with the same variances then to test) (fhe F test can be used.
However, when the normality assumption and homageaee not fulfill then to
test (2.1), the nonparametric test has to be uUgethe paper, we consider the
Kruskal-Wallis statistic of the form (Hollander aw¢blfe, 1999)

o e . denote k random
2 k

12 ZR 3(N +1), (2.2)
N+1 = N,
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k
where N :Zni , N, is the size of a random sample frath population,
i=1

R = i R;. R; denotes a rank in the join ranking f; , and X; is thejth
j=1
observation fronith population { =1,...,k, j =1...,n,).
The hypothesis (2.1) is rejected on significancelle if H > h,, where
h, is the critical point given e.g. in Hollander awblfe (1999) or Zieliski and
Zielinski (1990). When minimum of sample sizes (i =1...,k) tends to
infinity then (2.1) is rejected ifH = xZ,_,, where X2, is the uppera

percentile point of a chi-square distribution witkl) degrees of freedom
(Hollander and Wolfe, 1999).

If there are ties among th€s, assign each observations in a tied group the
average of the integer ranks that are associatidting tied group, the following
modification is needed to apply

HY= , (2.3)

whereH is defined in (2.2)g denotes the number of tiédgroups,t; is the size
of tied group(i =1..., g).

3. Sample significance level of the F and Kruskal-Wallistests

In this section, we compare in simulation study glensignificance levels
of the F test and the Kruskal-Wallis test. In siatidns we determine the
significance levela = 005 and consider sample sizes from 4 to 100 with the
step 2, generated frotk =3 and k =4 populations of different distributions
fulfilled or not the assumption for the F test gsifror each of the case 10,000
runs were done. Sample significance level was Gk as the ratio of rejected
true hypothesis (2.1) to 10,000 runs. All simulatizvere carried out in R
program (R Development Core Team, 2008). The esdfilsample significance
levels for samples from 3 and 4 normal populaticaare illustrated in
Figures 1 and 2. The dotted line denotes fixedifsagimce levela = 005.
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The simulated results presented in Figure 1 ane Zexy similar for 3 and
4 populations. Namely, when samples are generatau Standard normal
distribution, i.e. the assumption for the F test faiifilled, both tests preserve the
significance levela = 005 for sample sizes greater than 10 (left panelbat t
top of Fig. 1, 2). In the case where variancedifttle (right panels at the top),
then the sample significance levels for the F téstgreater thama = 005.
When variances are different (both panels at thimoim), then both tests do not
preserve the significance level. The sample sicgifte level of the F tests is
smaller thano = 005 but for the Kruskal-Wallis test is bigger than®.0

The results for 3 and 4 populations presented guréi 1 and 2 are very
similar therefore in further simulations we considely samples generated from
3 different populations. The results for samplegsegated from distributions
with “heavy tails” are presented in Figure 3. Wetendhat the sample
significance level of the Kruskal-Wallis test pragea = 005 but the F test
does not.

The results obtained for samples generated fronfolinj Student, Beta and
Gamma distributions are presented in Figure 4art lse noticed that both tests
behave very similar and for sample sizes greatan thO0 both preserve
a = 005.
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Fig. 1. Sample significance level of the F test (soligtJiand the Kruskal-Wallis test (dashed line)
from k=3 different normal populations
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Fig. 2. Sample significance level of the F test (soliet)iand the Kruskal-Wallis test (dashed line)
from k=4 different normal populations
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Fig. 3. Sample significance level of the F test (soligtJiand the Kruskal-Wallis test (dashed line)
for samples generated frdm3 populations with heavy tails
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Fig. 4. Sample significance level of the F test (soligtJiand the Kruskal-Wallis test (dashed line)
for samples generated frdm3 nonnormal populations of Uniform, Student, Batd &amma
distributions

4, Power of the F and Kruskal-Wallistests

In simulation study on power of the F and the KaldNallis tests we
consider only a case & =3 populations of different distributions and sample
sizes 10, 30 and 100 generated from them. Moreseregard the case where
two populations have null scale parameter, buthird one is shifted by=0.0,
0.5, 1.0, 1.5 and 2.0. For each case 10,000 tesfintbe hypothesis (1) were
done. Power of both tests was calculated as thpopion of the rejected
hypotheses on the significance level= 005. The results are presented in
Figure 5. It is easy to see that if the samplesewggnerated from selected
distributions, the Kruskal-Wallis test was more jgoful than F test. Only for
normal distribution for sample sizes 10 and 30,Rhest turned out to be more
powerful.
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Fig. 5. Power of the F test (solid line) and the Kruskadi\¥ test (dashed line) for samples
generated frork=3 different populations
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Power comparison of Kruskal-Wallis test and F-tést populations
of normal, exponential or Poisson distributions ¢enfound in Adams et al.
(2009).More simulation results on sample significance lexand power can be
also found inCwikliiska (2013).

5. Conclusions

In the paper we showed that nonparametric Kruskalligvtest applying to
test the hypothesis about equality of several npegoulations is not worse than
the parametric F test. Both tests behave simila&dyards to sample significance
level an power. Even in the case where assumptinsse of the F test are met,
the simulation results showed (Figure 1) that tmasKal-Wallis test is as good
as the F test.

In the case when the homogeneity assumption iguffdted, the Kruskal-
Wallis test preserve the significance lewel= 005 pretty much (Figure 2) but
the F test not. Similar results we get when thermaggion about normality is not
fulfilled, namely, for heavy tailed distribution iffure 3). For the Uniform,
Student with 4 d.f., Beta and Gamma distributidieth compared tests preserve
the significance level.

Sample significance levels of the F test and thasKal-Wallis test for
samples generated from three nonnormal populaterigniform, Student, Beta
and Gamma distributions are similar fw¥10 (Figure 4). Power of both tests,
for three samples generated from non normal popualahowed that almost
everywhere the Kruskal-Wallis test is more powetfidn the F test (Figure 5).

All simulations carried out in the paper also shdwrat the Kruskal-Wallis
test should be applied both in the case where shenaptions for the F test are
not fulfilled and when the assumptions are achieved
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