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Summary

In this work the basic aspects of microarray datamalization are presented. Due to high
level of complexity of microarray experiments thedsults are usually distorted. The normaliza-
tion process allows to eliminate bias and to makaparison between distinct microarrays reli-
able. The main types of normalization of two-cofoicroarray data are reviewed and presented
using R and Bioconductor tools.
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1. The aim of normalization

The analysis of microarray experiment provides & dd information
regarding genome, its structure and functioningnt®d cDNA or oligonucleo-
tide microarrays are widely used to learn whichageare expressed in the cells
and tissues and what is the level of their expoesdunfortunately, the data
obtained in such experiments are usually loadel meny biological and tech-
nical errors which disguise the results to somergkt Normalization is a pro-
cess that enables to remove these errors in ardeake the comparison between
the different microarrays reasonable. Systematisds accompanying technical
replications can be sourced from the dye effedicfehcy of various dye incor-
poration into a sample and different sensitivitydges, for example, red dye is
more sensitive than green), the scanner effedie(éiit scanner settings during
individual experiments do not provide the same ltgsuand the printer effect
(different pins used simultaneously for spottingiaroarray).

2. The types of normalization

The simplest possible microarray experiment is wite a series of repli-
cate two-color arrays, all comparing two RNA sampdbtained from the same
organism, e.g. coming from homogenous cancer tiaadecontrol one. Simple
way to modify the above experiment would be to stvepdyes for at least one
set of the arrays. Such an operation is calledstya. In the first experiment,
the cancer sample is labeled with a red dye anddh&ol sample with a green
dye, and in the second experiment vice-versa (@neer sample is labeled with
a green dye and the control sample with a red dyeg.aim of this approach is
to eliminate the dye effect.

Another important guestion one needs to ask ishvhanes should be used
for normalization. Yang et al. (2001) suggestsdhmpproaches. First one uses
all genes on the microarray. This global methodiiaes that the majority of the
genes represented on the microarray have a corstehtof expression or that
there is symmetry in the number of up- and downHdatgd genes. However,
such an assumption is not true for small dedicatedoarrays. Here, instead of
using all genes we can use a smaller subset aotralled housekeeping genes,
which are characterized by a stable expressiorrdkgs of the conditions of
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the experiment. However, these genes tend to bayhaxpressed, and they
cannot be considered a representative populatigal@tion to all other genes.
The best choice is to use so called spiking comtrmbntrol probes and exoge-
nous RNA complementary to these probes, addedetddth samples (control
and investigated one in the same amount) befomdlilagp. Therefore, they are
expected to give equal intensities in both channddsially the probes specific
for spike genes are spotted on a microarray inmabeu of replications. Conse-
guently, the observed differences in the intensftgpike genes within and be-
tween arrays come from bias introduced by hybryaimaand printing pro-
cesses.

Another problem to solve is to ascertain whetherréceived data should
be normalized within or between arrays (if diagimoptots suggest a difference
in scale between the arrays), or both, what istibst frequent case. In the at-
tempt to answer this question, an important stetp ianalyse the variation of
raw data points for each subgrid and for each rarcay separately. Many use-
ful tools to assess the quality of array data amaélable in Bioconductor, e.qg.
scatter plots, MA plots, boxplots, spatial ploti&tpensities. Interpretation of
these graphs helps researchers to make decisiarh wiéthods of normaliza-
tion should be chosen to obtain optimal resultsthiviarray normalization is
carried out for each array separately and it idiagpvhen in the MAplot graph
(M is the difference in red and green fluorophordsnsity and A is the
arithmetic mean of the logarithms of red and gréearophores intensity) a
large dispersion of the results for each individsigbgrid is observed. Changes
in genes expression are interpreted as follows:

* M =0 in the absence of any changes in the expressiah ¢& genes

labeled in red and green dye,

* M =1 means that the genes highlighted in red are opeeszed twice

comparing to genes marked in green,

* M =-1means that the genes highlighted in green are tasceverex-

pressed as genes marked in red,

* M =2isa4-fold change, etc.

Regardless of the print-tip effect, the relatiopghétween the intensity ratios
and spot positions on a microarray is often notéese disparities may be caused
by hybridization effect. In this case the speciatikof normalization (location nor-
malization) is recommended. It is also a type obgl normalization, based on as-
sumption that the intensity of green and red asldnked with a permanent factor
k which fulfills the relationshipR=kG and log,(R/G) -c=log, R/(kG),
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where R and G are the intensities of the red and green charres|sectively.
Parameterc (c=log, k, the local) is often the median or the averagee/&br
a particular set of data.

Frequently observed dye effect depends on thesityeaf a single probe.
Before choosing the method of normalization thednity of data should be
checked. If the data are linear, median centeriathod can be used — the me-
dian of the log ratios for one microarray is caftad and subsequently this
median is subtracted from the log ratio of evergegdf the data are non-linear
we can use lowess or another local method. Two adstban be distinguished:
loess and lowess, represented by separate functfandinear function is used
for the local regression then we call this methmaldss. If a quadratic function
is used it means we use loess. The lowess fitlesiledied at each data point in
the data set. At each point, a local polynomiditito a local region of the data
using a linear least squares regression. It ishwoftattention that using loess
function one can specify the model and using lowess needs to provide only
vectors with the coordinates of the points in thatt®r plot. In the print - tip
loess methodM is normalized by subtracting from it the corresgiog value
determined by the loess curve for the grid. Thishoe is described by Yang
(2001). Scaling methods depend on the choice oase larray, which deter-
mines the average intensity of all arrays.

3. Normalization with R software

Software described in this publication is basedtmnfree statistical pro-
gramming environment R available from the site H#fitpvw.bioconductor.org.
Bioconductor is an open source project developetisitl developing for ge-
nomic data analysis. The Bioconductor packages asclimma, marray, vsn,
arrayQuality, arrayQualityMetrics were designed tprality assessment and
normalization of two-color microarray data. Belowe present how to use
limma (Linear Models for Microarray Data) packagenbrmalize cDNA array
data. Limma package offers two kinds of normal@atiwithin-array normaliza-
tion and normalization between arrays. To callfitet one can write:

> nornal i zeWthi nArrays(obj ect, |ayout, nmethod="printtipl oess",
wei ght s=obj ect $wei ghts, span=0.3, iterations=4, control
spot s=NULL, df=5, robust="M, bc.nmethod="subtract", offset=0)
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Function nor mal i zeW t hi nArrays normalizes M -values for dye-
bias within each array. There are different methoel® to use: median, print-
tiploess, composite, control and robustspline.

Median method computes the differences betwbkrvalues for each ar-
ray and the weighted median. The loess methods asicloess, printtiploess
and composite were described by Yang et al. (22002). The last two me-
thodsare control and robustspline method@ke first one refers to control spots
which are the basis for matching the global loé&ksxt this curve is applied to
the all spots on the arraRRobustspline methods normalize thé-values for a
single microarray using robustly fitted regressgplines and empirical Bayes
shrinkage.

Second type of normalization is between arrays abmation. These
methods normalize microarray data in such a way ltgaratios or intensities
across a series of arrays are comparable. Heréllogving function can be
used:
> nor mal i zeBet weenArrays(obj ect, nethod="Aquantile",

target s=NULL, ...)

There are different methods available for this fiowc scale, quantile,
Aquantile, Gquantile, Rquantile, Tquantile or vsn.

Quantile method ensures that the correspondingnsittes across arrays
and across channels have the same distributiorerOtfethods (Aquantile,
Gquantile, Rquantile) ensure that the green chaanélthe red channel have
the same empirical distribution dk -values (average intensities) across arrays
and M -values are unchanged. Otherwise, it is the cas¢h® last method,
which uses a vsn function and row data as an iffgus normalization method
includes background correction, then log-transfaiomaand finally normaliza-
tion. One can find this function in vsn package. iAput data should have the
following format: for the two-color microarray, dacow corresponding to one
spot, and the columns to the different arrays aadeaengths (usually red and
green). This kind of normalization is particuladgeful for single-channel (one-
color) arrays. For example, when one has 3 tworal@ys, the data file would
have 6 columns (1-3 contain intensities for grekanoel, and 4-6 for the red
one). For one-color arrays each row correspondspimbe, and each column to
an array.

For more details of remaining arguments call threefion: > help(limma).
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4. An example of normalization of data using R

In this work we used the ApoAl data (Callow et 2000) to illustrate the
results of normalization process in Bioconductdne experiment compared 8
knock-out mice (with excluded ApoAl (apolipoproteigene with 8 control
mice. Target mMRNA was isolated from mice liver. RfAm each knock-out
mouse was labeled with Cy5 dye and hybridized stplyr The reference
RNA, obtained by pooling of RNA extracted from 8ol mice, was labeled
with Cy3 dye and co-hybridized with each array.

Data input is the first step of analysis. Let'suase that our data are in the
current working directory. The following commandsncbe used to read the
data target and spot files.

> Target sSpot <-readTargets("ApoAl Targets.txt")
> RGspot <-read. mai mages( Tar get sSpot $Fi | eNane,
sour ce="spot ")

> MAspot <- MA. RG RGspot)

> RGspot $genes <-readGAL()

> MAspot <-nornalizeWthinArrays(RGspot)

The last function changes RG data format into Mgadarmat, necessary
to more far analyses. To compare the distributioindata for each array and
each array subgrids, the following functions canubed to draw a graph for
arrays and subgrids and store it in a “png” file.

> pl ot MA3by2( MAspot, prefix="MA", path=NULL,

mai n=col nanes( M), zer 0. wei ght s=FALSE,
conon. | i m=TRUE, devi ce="png")

> pl ot Print Ti pLoess(MAO, array=1, span=0. 4,

mai n="c1")

MA plots presented below (Fig. 1 and 2) show thetriiution of the raw
data for the first, fourth and eighth array. Evaryay is divided into 16 subar-
rays. The non-linear data evidently need the namai@dn. There is a substan-
tial discrepancy between microarrays, (Fig. 2), wétzould be taken into ac-

count later, after within-array normalization.

Within-array normalization is ordered by the folliog function:

> MAprintTip <- normalizeWthinArrays
(RG net hod="printtipl oess")

> MAO <- nornalizeWthinArrays(RGspot,
net hod="none") # Method "none" computes M-values and A-values
but does no normalization
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Fig. 2. MAplots for 1, 4, 8 microarray — data before norization
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After the printtiploess normalization of microarsaye obtain satisfying results.
Arrays 1, 4 and 8 (Fig. 3) show significant diffieces when comparing the

distribution of data before and after normalization

Tip Column Tip Column

Tip Column

A

Fig. 3. MAplots for 1, 4, 8 microarray after normalizatio

Different types of normalization can be performesing the following func-

tions:
> MA2 <- nornalizeBetweenArrays(MAprintTi p, nethod

= "scal e") # data will be normalized between arrays after with

arrays normalization
> MA3 <- nornalizeBet weenArrays(MAO, nethod =
"scal e") # normalization of the raw data between arrays

Normalization results obtained with different methacan be easily compared
using boxplots. Within-array normalization can bwitbed when the boxplots
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are roughly at the same heighig. 4 and code below present the comparison
between varying normalization pathways.

>

>

boxpl ot (dat a. f rame( MAO$M , col =" bi sque", mai n =
"raw data", ylab = "M val ue", |as=2)

boxpl ot (dat a. f rame( MA3$M, col ="gol d", main =
"normal i zeBet weenArrays_raw data", ylab =

"M val ue", |l as=2 )

boxpl ot (dat a. f rame( MApri nt Ti p$M, col ="red", mai n =
"normalizeWthinArrays_printTi p", ylab =

"M val ue", l as=2 )

boxpl ot (dat a. f rame( MA2$M , col ="bl ue", main =
"normal i zeBet weenArrays_scal e data", ylab =
"M val ue", |l as=2 )

The first graph shows the raw data needed to bmaltred between the ar-

rays.
after

The different slides vary with scales. Thatrene represents the data
normalization between arrays — scale norratdin. The following one

shows the effects of within-array normalizationeTlhst is a result of normali-
zation within-arrays and subsequent between aroamalization with the sca-
ling method. Comparing these charts one can sdethibanormalization be-
tween microarrays preceded by within -arrays no@atbn gives better results
than applying only normalization between microastay

raw data normalizeBetweenArrays_scale_WMA_data normalizeWithinArrays_printTip normalizeBetweenArrays_scale data

Fig. 4.Boxplots for all microarrays after applying of var®onormalization methods
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5. Conclusion

Normalization is a very important step in the pm®egssing of two-color
microarray data. It has a large impact on the ifleation of differentially ex-
pressed genes. Normalization is required to ertbatethe observed differences
in fluorescence intensities indeed reflect difféi@ngene expression, not the
printing, hybridization and scanning artifacts. kiarray normalization meth-
ods will be probably further developed, howevee, éixisting ones, e.g. print-tip
loess normalization, give quite good results usingide variety of arrays. It is
important to visualize the raw data with diagnogtiots before choosing the
method of normalization. When the bias in the thstion of data for separate
microarrays is observed the normalization withiragr should be applied.
When the disparities still remain, further normafian steps such as scale-
normalization between the arrays must be undertaken
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METODY NORMALIZACJI W ANALIZIE DWUKOLOROWYCH
MIKROMACIERZY

Streszczenie

W pracy zaprezentowano metody normalizacji danyathpdacych z dwukolorowych mi-
kromacierzy. Omowiono typy normalizacji oraz #tiwosci obliczeniowe w ramach Bioconducto-
ra. Przedstawiono ta& funkcje wykorzystywane w analizowanych przyktddac

Stowa kluczowe:mikromacierze cDNA, analiza statystyczna, normajaaR, bioconductor
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