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Abstract Sea levels variations in the upper part of estuary are traditionally approached by re- 
lying on refined numerical simulations with high computational cost. As an alternative efficient 
and rapid solution, we assessed here the performances of two types of machine learning al- 
gorithms: (i) multiple regression methods based on linear and polynomial regression functions, 
and (ii) an artificial neural network, the multilayer perceptron. These algorithms were applied 
to three-year observations of sea levels maxima during high tides in the city of Landerneau, 
in the upper part of the Elorn estuary (western Brittany, France). Four input variables were 
considered in relation to tidal and coastal surge effects on sea level: the French tidal coef- 
ficient, the atmospheric pressure, the wind velocity and the river discharge. Whereas a part 
of these input variables derived from large-scale models with coarse spatial resolutions, the 
different algorithms showed good performances in this local environment, thus being able to 
capture sea level temporal variations at semi-diurnal and spring-neap time scales. Predictions 
improved furthermore the assessment of inundation events based so far on the exploitation of 
observations or numerical simulations in the downstream part of the estuary. Results obtained 
exhibited finally the weak influences of wind and river discharges on inundation events. 
© 2021 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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. Introduction 

rtificial Intelligence analysis techniques and methods are 
ommonly exploited in a wide range of applications in- 
luding navigation safety, agriculture optimisation, design 
f mechanical structures, etc. Characterised by remark- 
ble learning ability, noise tolerance and generalisability, 
hese advanced approaches offer new horizons compared to 
raditional engineering methods, and are therefore recog- 
ised as one of the pillars of future economic and in- 
ustrial developments. Thus, these powerful methods are 
lso playing an increasing role in the study of coastal pro- 
esses, and their importance is reinforced by a growing 
umber of observational available datasets ( Beuzen and 
plinter, 2020 ). Among the different applications in marine 
ystems, particular attention was dedicated to the predic- 
ion of flood and streamflow in watersheds, thus exploit- 
ng the potential of machine learning algorithms to mimic 
he highly non-linear complex hydrodynamic and hydrologi- 
al processes ( Humphrey et al., 2016 ; Noori and Kalin, 2016 ; 
ezaeianzadeh et al., 2013 ; Tsakiri et al., 2018 ). In marine 
nd estuarine environments, these advanced approaches 
ere primary applied to the prediction of coastal storm 

urge ( Chao et al., 2020 ; Hashemi et al., 2016 ; Sahoo and
haskaran, 2019 ) and a series of environmental parameters 
nd variables including, among others, the significant wave 
eight ( Asma et al., 2012 ; Deo et al., 2001 ), the sea sur-
ace temperature ( Wolff et al., 2020 ) or the water turbidity 
 Renosh et al., 2017 ; Wang et al., 2021b ). In relation to its
ighly-predictable characteristics, particular attention was 
lso dedicated to tide forecasting with applications in har- 
ours disseminated along the coastline by comparing tradi- 
ional harmonic analysis techniques with machine learning 
ethods ( French et al., 2017 ; Lee and Jeng, 2002 ; Liu et al.,
019 ). 
However, few investigations based on machine learning 

ere applied to sea level forecasting in the upper part of 
stuaries where the conjunction and interaction between 
pring tide, storm surge and river discharge may induce 
nundation of surrounding urbanised areas. Indeed, these 
spects are traditionally considered by relying on high- 
esolution numerical simulations with complex interactions 
etween (i) tide-induced hydrodynamics and storm surge, 
ii) bathymetry, wetting-drying areas and seabed roughness, 
nd (iii) meteorological forcings (including surface wind and 
tmospheric pressure) ( Peng et al., 2004 ; Pinheiro et al., 
020 ; Shih et al., 2019 ). In spite of the advanced knowl- 
dge reached about the physics of estuarine inundations, 
his type of simulation requires important computational 
esources with numerous treatments applied to input and 
utput data, and complex model calibrations. It relies fur- 
hermore on an extensive amount of input data including 
specially a refined spatial distribution of the water depths 
long the main estuarine channel as well as in bordering 
etting-drying areas, and this involves extensive measure- 
ent campaigns. For these reasons, such advanced simu- 

ations are not available in all areas, especially in small 
stuaries characterised by a lower population density, and 
herefore reduced financial support for the development of 
uch numerical tools. Thus, the preliminary estimation of 
nundation events in the upper part of the estuary derived, 
ost of the time, from the predictions of peak water lev- 
532 
ls downstream, based on (i) tidal harmonic recomposition 
which may involve a large amount of observed data) or 
ii) predictions from a large-scale model (which may also 
equire high computational efforts) ( French et al., 2017 ). 
hese rough evaluations ignore furthermore the amplifica- 
ion and deformation of the tidal wave in the upper estuary, 
hus resulting in an approximation of inundation events up- 
tream ( Wang et al., 2019 ). 
The present investigation complements these different 

pplications by assessing the suitability and capability of 
achine learning algorithms to predict the evolution of wa- 
er depth and river overflows in the upper part of a small 
stuary located in western Brittany (France, Figure 1 ). As 
n explanatory investigation to the implementation of ad- 
anced machine learning approaches, the attention was 
edicated to simple methods including multiple regression 
pproaches and basic neural networks. The site of appli- 
ation is the city of Landerneau, upstream the Elorn estu- 
ry which discharges in the macro-tidal environment of the 
ay of Brest ( Beudin et al., 2014 ). With a watershed sur-
ace of 260 km 

2 and an annual mean water discharge of 6 
 

3 s −1 , this estuary accounts for around 20% of total river 
resh waters inputs to the bay of Brest ( Beudin et al., 2014 ;
réguer et al., 2014 ). The river extends over a total length 
f 56 km, but it is characterised by a weir 14 km away up-
tream of its mouth, at the “Pont de Rohan” in the city of 
anderneau. Thus, upstream of this location, the influence 
f the tide appears only for high tides. Furthermore, nu- 
erous maritime developments, initially conducted to sup- 
ort the ancient harbour activity of the city, have led to 
he constriction of estuary natural width from 1.8 km at its 
outh in the bay of Brest to less than 40 m in the city Lan-
erneau. The estuary shows also large wetting-drying areas 
evealed at low tide in its downstream part. These result 
n significant deformation and amplification of the tide and 
oastal surge along the Elorn estuary as exhibited by the 
omparison between observed surface elevations in the har- 
our of Brest and in the city of Landerneau, downstream 

he “Pont de Rohan” ( Figure 2 ). Thus, the city is regularly 
ubjected to inundation events that impact the safety of in- 
abitants, the economic activity, urban transport, and sur- 
ounding goods and materials. There is therefore a need for 
he improved efficient forecast of peak water levels in the 
pstream part of the Elorn estuary to help services and op- 
rators of the city in mitigating the effects of inundation 
vents. 
Following these objectives, we considered two types of 

achine learning algorithms applied to the predictions of 
ater depth elevation in the city of Landerneau: (i) mul- 
iple regression methods based on linear and polynomial 
egression functions, and (ii) an Artificial Neural Network 
ANN), the MultiLayer Perceptron (MLP). Multiple regres- 
ion methods are traditionally considered to investigate the 
unctional relationships among variables whereas ANN is a 
iologically inspired computational model dedicated to pro- 
essing connections between a series of neurons (in hidden 
ayers) and to approaching complex highly non-linear prob- 
ems. This investigation relied on three-year observations 
f water depth elevation in the city of Landerneau. Without 
 refined hydrodynamic numerical simulation of the estu- 
ry, city services have so far exploited predictions from a 
arge-scale tidal model to encompass the evolution of the 
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Figure 1 Area of interest with locations of tidal gauges in the harbour of Brest and the city of Landerneau (shown with triangles). 

Figure 2 Time series of free-surface elevation observed during spring conditions in Brest and in Landerneau. These evolutions are 
shown with respect to the french IGN reference (“Institut Géographique National”). In Landerneau, observations at low tide show 

the seabed elevation. 
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ater level in the upper part of the estuary. These large- 
cale predictions were assessed with respect to tidal-gauge 
bservations in the harbour of Brest downstream the Elorn 
stuary. Thus, results here obtained with machine-learning 
lgorithms were compared to these downstream observa- 
533 
ions, taken as reference values for approaching the water 
evel in the city of Landerneau without refined numerical 
ydrodynamic simulations of the Elorn estuary. 
In a view of approaching river overflow and inundation 

vents in Landerneau, the attention was dedicated to pre- 
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ictions of peak water depths reached during high tides. 
e considered four input variables for these advanced al- 
orithms in relation to tidal and coastal surge effects on 
ea level in the estuary: (i) the French tidal coefficient as 
n indicator of tidal range, (ii) the atmospheric pressure at 
ean sea level, (iii) the wind velocity near the sea surface 
nd (iv) the river discharge. Particular attention was fur- 
hermore dedicated to the sensitivity of predictions to these 
nput parameters. Whereas such investigation was specific 
o the Elorn estuary, it provided further insights about the 
otential of machine learning as an efficient and rapid al- 
ernative to complex high-resolution numerical simulations 
ith high-computational efforts for the predictions of wa- 
er depth in the upper part of estuaries. Thus, these meth- 
ds may be exploited in broader locations to give informa- 
ion to urban planners, administrators and policy makers for 
itigating inundation risks in urbanised areas upstream es- 
uaries while optimizing the design of infrastructures and 
upporting the development of an alert system. 
The paper is organised as follows. Section 2 successively 

escribes the available observations of sea surface eleva- 
ion here exploited ( Section 2.1 ), the machine learning algo- 
ithms considered ( Section 2.2 ) and the associated dataset 
nd input variables ( Section 2.3.2 ). Section 3 presents and 
iscusses results obtained by focusing on the training, vali- 
ation and testing of algorithms. Thus, section 3.1 describes 
he selection of (i) multiple regression methods with par- 
icular attention on polynomial functions and (ii) MLP for 
ifferent numbers of hidden layers and neurons per layer. 
ection 3.2 discusses the final testing of models selected 
ith respect to observations in the city of Landerneau. 
articular attention was dedicated to the approach of in- 
ndation events characterised by the highest sea levels. 
ection 3.3 finally investigates the sensitivity of these ma- 
hine learning algorithms to input parameters. 

. Material and methods 

.1. Tidal gauge observations 

he investigation relied on observations of free-surface el- 
vation at two locations: (i) off the Elorn estuary in Brest 
arbour and (ii) in the upper part of the estuary in Lan- 
erneau ( Figure 1 ). The first station implemented along the 
uayside of Brest harbour accounts for nearly 300 years 
f observations, thus representing one of the longest ob- 
erved time series of tidal free-surface elevation in the 
orld ( Wöppelmann et al., 2008 ). These measurements are 
onducted within a well attached to the quayside which fil- 
ers the effects of local waves and wind on the evolution 
f the sea surface. Recorded data are therefore considered 
o result from the only contribution of tide and storm surge. 
ata exploited here were provided, at a time interval of one 
inute, by the French navy SHOM (“Service Hydrographique 
t Océanographique de la Marine”) ( SHOM, 2021 ). The 
econd station was implemented by the Cerema (“Centre 
’études et d’expertise sur les risques, l’environnement, la 
obilité et l’aménagement”) and its Laboratory of Coastal 
ngineering and Environment ( Cerema-LGCE, 2021 ) as part 
f a global monitoring system of environmental parameters 
n the bay of Brest and the Elorn estuary. The instrumenta- 
534 
ion system consists of a Vega radar level sensor (Vegaplus 
L 61) implemented in the city of Landerneau along the 
uayside downstream the “Pont de Rohan”. Data were ac- 
uired since 02 March 2017 with a time step varying be- 
ween 30 seconds and 1 minute. The period of observations 
ere exploited covers more than three years, thus extend- 
ng until 25 June 2020. Due to maintenance operations and 
ystem malfunction during its development, different pe- 
iods were missing from observations ( Figure 3 ). However, 
hese three-years measurements (between 2017 and 2020) 
ntegrate different inundation events in Landerneau, thus 
epresenting a valuable source of information to investigate 
isks of river overflow and associated extreme water levels. 
As exhibited before, observations in Brest harbour filter 

he contribution of local wave agitation and surface wind, 
hich results in relative uncertainties in the approach of the 
otal water depth. However, these measurements are tradi- 
ionally exploited for the setup and validation of tidal har- 
onic algorithms and database, as well as large-scale tide- 
urge models in western Brittany. Thus, these data may be 
onsidered as representative of the best potential predic- 
ions of sea level variations in the downstream part of the 
lorn estuary. Without refined numerical hydrodynamic sim- 
lations within the estuary, these observations were there- 
ore taken as reference values liable to be exploited in pre- 
iminary studies of river overflow assessment in the city of 
anderneau. 

.2. Machine learning algorithms 

ith the objective of assessing the potential of machine 
earning approaches for predicting the sea level in the up- 
er part of the Elorn estuary, we considered and com- 
ared three algorithms: two multiple regression methods, 
i) the Multiple Linear Regression (MLR) and (ii) the Mul- 
iple Polynomial Regression (MPR), and an Artificial Neural 
etwork, (iii) the MultiLayer Perceptron (MLP). More ad- 
anced ANN are also proposed in the literature, such as Re- 
urrent Neural Networks with the capability to be trained 
sing back-propagation through time. However, in spite of 
umerous advantages to approach highly non-linear prob- 
ems, these algorithms show an important degree of com- 
lexity in comparison with regression methods and MLP 
hich makes it difficult to conduct a relevant assessment 
etween these different approaches. These advanced meth- 
ds are furthermore primary adapted to forecasting of time- 
eries variables with historical dependency ( Fan et al., 
020 ; Wang et al., 2021a ; Wolff et al., 2020 ). Thus, further
ifferences exist in the input features between (i) these ad- 
anced ANN and (ii) the basic regression methods and MLP. 
n the objective of considering similar input parameters for 
he different algorithms, advanced ANN were therefore ig- 
ored from the present investigation. Machine learning ap- 
roaches here considered were finally implemented by re- 
ying on the Deep Learning Python libraries Scikit-learn and 
eras ( Keras, 2021 ). 

.2.1. Multiple regression methods 
achine learning algorithms relied on a supervised train- 
ng dedicated to learning relationships between input data 
nd an output targeted variable. Thus, MLR is one of the 
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Figure 3 Time series of free-surface elevation observed between 2017 and 2020 in Landerneau. These evolutions are shown with 
respect to the french IGN reference (“Institut Géographique National”). 
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Table 1 Description of machine learning models consid- 
ered. 

Model Parameters and hyperparameters 

MLR 
MPR deg = 2 

deg = 3 
MLP 1 hidden layer with 3, 4, 5 and 10 neurons 

2 hidden layers with 3, 4, 5 and 10 neurons 
3 hidden layers with 3, 4, 5 and 10 neurons 

i
r

2
H
s
r
r
a
T
l
p
c
i
t
c
o
t
(
n
a
m
s
R
i
H
o
T
i
a
o

implest supervised learning technique applied to deter- 
ine the best linear trend lines between a series of input 
arameters and an output variable. For a series of n obser- 
ations, input variables may be noted as ( x 1,j , ...x p,j ) with p
he number of input parameters and j ∈ [1, n ] the observa- 
ion considered. y j is the targeted variable for this observa- 
ion. With these notations, the estimated linear regression 
unction takes the form f( x 1 , j , ..., x p, j ) = α0 + 

∑ i = p 
i =1 αi x i, j , 

nd the multiple regression method determines the differ- 
nt values αi , with i ∈ [ 0 , p ] , which minimize the sum of
quared residuals between this function and the targeted 
ariable for all observations. In comparison with MLR, MPR 
elies on a polynomial regression function. Thus, in addi- 
ion to linear terms like αi x i, j , with [ i, j ] ∈ [ 1 , p ] × [ 1 , n ] ,
he regression function may include non-linear terms such 
s βi, 2 x 2 i, j or βi, 3 x 3 i, j for polynomial functions of degrees 2 or 
. This type of regression function makes it easier to ad- 
ust the targeted observations. However, methods adopted 
n MLR and MPR appear very similar if terms such as x 2 i, j or 
 

3 
i, j are considered as input variables. Indeed, by doing so, 
he polynomial regression problem is solved as a linear prob- 
em. 

Beyond forecasting, multiple regression methods may 
lso be exploited to characterise the importance of in- 
ut parameters on the output variable, thus providing fur- 
her insights about the physical mechanisms and processes 
overning the evolution of the targeted parameter. Nev- 
rtheless, such application requires the exploitation of in- 
ependent inputs so that an input variable may be modi- 
ed without impacting the other variables ( Azencott, 2019 ). 
ultiple regression methods were applied in a series 
f applications in the coastal and marine environments. 
sma et al. (2012) relied on multiple linear regression meth- 
ds to characterise the significant wave height on the west 
oast of India by exploiting a series of meteorological pa- 
ameters including the wind speed and gust, and the at- 
ospheric pressure. Beyond providing accurate predictions 
ith error rate below 0.1, MLR approached the perfor- 
ances of artificial neural network models. More recently, 
li et al. (2020) applied MLR to predict significant wave 
eight off the coast of Australia. Optimized by covariance- 
eighted least squares estimation algorithm, the model was 
ble to provide reliable forecast at one lag of 30-min scale 
ith Root-Mean Squared Error below 0.10 m. In the present 
535 
nvestigation, we considered MLR and MPR with polynomial 
egression function of degrees 2 and 3 ( Table 1 ). 

.2.2. Multilayer perceptron 

owever, in spite of the physical interpretation reached, 
implified regression models may have limitations to resolve 
eal-world applications characterised by (i) highly nonlinear 
elationships between the input features and the outcome, 
nd (ii) further interactions between these input features. 
hus, more advanced ANN methods are considered in re- 
ation to its adaptability to complex multivariate nonlinear 
roblems. MLP refers to one of the simplest class of ANN and 
onsists basically of three types of layers of nodes includ- 
ng (i) the input layer with the series of input features, (ii) 
he hidden layers with neurons (also called perceptrons) re- 
eiving the input values with a weight and transferring the 
utput to the next layer via a non-linear activation func- 
ion and (iii) the output layer with the targeted variable 
 Figure 4 ). Thus, MLP results from a complex combination of 
on-linear activation functions of weighted inputs, and such 
 parametric model provides a highly non-linear approxi- 
ation of the final estimate. The activation function con- 
idered between hidden layers for this application was the 
ectified Linear unit (ReLu) particularly suited for address- 
ng the vanishing and exploding gradient problems ( Nair and 
inton, 2010 ). A linear function was also considered for the 
utput layer. The training process consists of two phases. 
he first phase is the feed-forward stage during which the 
nformation is conveyed from the input to the output layers 
nd modified with the weighted and activation operations 
f the hidden layers. The second reverse phase consists in 
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Figure 4 Architecture of a MultiLayer Perceptron (MLP) with 
two hidden layers. p refers to the number of input variables. 
q and r refer to the numbers of perceptrons in the first and 
second hidden layers, respectively. 
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ack-propagating the error to the hidden and input layers, 
hus updating the weights of connection between neurons. 
n the present investigation, this stage relies on the efficient 
daptive moment estimation (Adam) version of stochastic 
radients descent which optimizes the mean squared error 
oss function ( Kingma and Ba, 2015 ). Thus, MLP is considered 
s a feed-forward ANN with a back-propagation learning al- 
orithm. Further details about MLP are available, among 
thers, in Azencott (2019) and Kumar Paramasivan (2019) . 
LP was used by Manero et al. (2019) to forecast the spatio- 
emporal distribution of the wind and associated energy in 
 series of locations disseminated over the United States of 
merica (USA). They obtained a good approach of the wind 
elocity magnitude for a time horizon of less than 3 hours 
ith median values of the coefficient of determination over 
.7. More recently, Wolff et al. (2020) relied on MLP to pre- 
ict the short and long-term evolutions of the sea surface 
emperature with hindcast input and atmospheric data. This 
nvestigation revealed comparable performances between 
LP and state-of-the-art physics-based model simulations 
rom the European Centre for Medium Weather Forecast- 
ng, thus capturing seasonal patterns and approaching short- 
erm variations associated with atmospheric forcing. MLP 
as also exploited by Feng et al. (2020) to wave forecasting 
n Lake Michigan (USA). The algorithm was able to predict 
ave conditions (significant wave height and peak period) 
ith results comparable to a third-generation spectral wave 
odel implemented in this lacustrine environment. 
Neural networks such as MLP are more complex models 

han MLR or MPR, and are thus very difficult to optimize. 
owever, we conducted a preliminary assessment of the 
erformance of MLP with respect to the number of hidden 
ayers and neurons per layer. Whereas increasing the depth 
f the network may improve the performance on the train- 
ng data, it may also increase the risk of over-fitting, there- 
ore reducing the generalisation potential of the trained 
536 
lgorithm. Thus, we considered different configurations by 
arying the number of hidden layers in the range [1,2,3] and 
he number of perceptrons per layer in the range [3,4,5,10] 
hile setting aside regularisation considered in over-fitting 
onfiguration ( Table 1 ). This results in a series of twelve MLP
o be trained and compared. Given the important range val- 
es of input variables ( Section 2.3.2 ), these features were 
tandardised by removing the mean and scaling to unit vari- 
nce. The learning algorithm worked finally 100 times (num- 
er of epochs, cycles of learning when the network weights 
re updated, estimated from preliminary investigations of 
he loss function) over the entire trained dataset (batch size 
et to one) to reach an accurate estimate of the gradients, 
nd the random seed number was fixed to guarantee the 
eproductibility of results obtained. 

.3. Output and input data 

.3.1. Output data 
he present investigation aims at characterising the inunda- 
ion events in the city of Landerneau by relying on machine 
earning techniques. Thus, instead of focusing on the com- 
lete time series of sea level variation in the upper part 
f the Elorn estuary (which will require the treatment of 
 huge amount of data), the attention was dedicated to 
he maximum sea level reached during the successive high 
ides, and the approach of these maxima with a series of ex- 
lanatory variables. Time series of observations were there- 
ore treated to extract the maximum levels reached during 
igh tides in Landerneau and Brest. This results in a time 
eries of n = 1536 targeted variables y j (with j ∈ [ 1 , n ] ) for
aximum levels in the city of Landerneau and this corre- 
ponds nearly to 800 days of continuous observations during 
he three years considered (between 02 March 2017 and 25 
une 2020). 

.3.2. Input data 
s consistency during the analysis is of utmost importance 
o conduct a reliable comparison between the different ap- 
roaches, we relied on the same input data for machine 
earning algorithms. Input data were selected in relation 
o the potential influence on the evolution of sea level in 
he upper part of the estuary. Thus, in order to charac- 
erise the influence of tidal amplitude, we selected the 
rench tidal coefficient C tide as the first input parameter. 
his parameter, which varies between 20 and 120, is a global 
ndicator of semi-diurnal tidal range variations along the 
oast of France with the principal objective to inform the 
opulation about tidal magnitude. Its value is calculated 
y the French navy SHOM from the ratio between (i) the 
emi-diurnal tidal range of the harmonic formula and (ii) 
he average tidal range value for equinoxic spring tides, 
eing equal to 6.1 m in Brest harbour where this coeffi- 
ient is computed ( Simon, 2007 ). This tidal coefficient is 
herefore representative of tidal range variations in the 
rea of interest. Nevertheless, highest sea levels result also 
rom the influence of meteorological conditions which im- 
act coastal surge (which adds to tide-induced sea levels). 
or this reason, we also included the atmospheric pressure 
 atmos and the wind speed. Data were extracted from the 
perational analysis time series of the Climate Forecast Sys- 
em (CFSv2, National Oceanic and Atmospheric Administra- 
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Figure 5 Time series of atmospheric pressure, wind magnitude and direction (nautical convention) from CFSv2 database and WMO 

observations. Dates indicated correspond to midnight. 

Table 2 Description of input variables considered in 
machine learning algorithms. 

Input 
variables Description Source 

C tide French tidal 
coefficient 

SHOM (2021) 

P atmos Atmospheric pressure 
at mean sea level 

NOAA (2021) 

Wind proj Wind velocity 
projection along 
the orientation of the 
Elorn estuary 

NOAA (2021) 

River flow River flow Banque Hydro (2021) 
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Figure 6 Matrix of Spearmann correlation coefficients be- 
tween input features of machine learning algorithms. Results 
are naturally shown for the lower part of this symmetrical ma- 
trix. 
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ion) ( NOAA, 2021 ; Saha et al., 2014 ). In spite of a rough spa-
ial resolution of 0.5 °, a relative good agreement was found 
etween these data and data from international surface ob- 
ervations messages of the World Meteorological Organiza- 
ion for the city of Brest ( WMO, 2021 ) ( Figure 5 ). However,
he wind direction is a particular parameter whose evolution 
an not be characterised like its magnitude. Thus, the value 
f 0 is similar to the value of 2 π. For this reason, the input
arameter selected was the projection of the wind velocity 
long the orientation of the Elorn estuary Wind proj . The up- 
tream river flow River flow was finally considered by relying 
n hourly observations, at the upstream station of “Pont- 
r-Bled”, gathered in the database of Banque Hydro (2021) . 
hese different input variables are listed in Table 2 . 

.3.3. Data pre-processing and partitioning 
he potential correlations between the four input vari- 
bles were investigated by relying on the Spearman coef- 
cient ( Figure 6 ). As noticed by Asma et al. (2012) , the
537 
ffects of meteorological factors such as sea level atmo- 
pheric pressure may appear in the wind speed. However, 
esults obtained confirmed that input variables are weakly 
orrelated with each other with correlation coefficients be- 
ng restricted below 0.30. Thus, these variables were ex- 
loited as input for the multiple regression methods and 
LP ( Section 2.2 ). Input variables were interpolated at 
imes of observed maximum sea levels y j (with j ∈ [ 1 , n ] and
 = 1536) in the city of Landerneau. The application of ma- 
hine learning algorithms requires furthermore to divide the 
nput dataset into three parts: (i) training for the supervised 
earning of methods considered, (ii) validation for the selec- 
ion of the different models obtained, and (iii) testing for 
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Table 3 Scoring for the evaluation of peak sea levels 
during high tides in the city of Landerneau for the vali- 
dation dataset based on the exploitation of observations 
in Brest and multiple regression methods. The multiple re- 
gression methods which provided the best predictions over 
the validation dataset are exhibited in bold. 

Model/method MAE RMSE R 2 

Brest observations 0.200 m 0.213 m 0.900 
MLR 0.099 m 0.126 m 0.965 

MPR (deg = 2) 0.098 m 0.125 m 0.965 

MPR (deg = 3) 0.105 m 0.134 m 0.960 
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Table 4 Scoring for the evaluation of peak sea levels 
during high tides in the city of Landerneau for the valida- 
tion dataset based on MLP. The MLP which provided the 
best predictions over the validation dataset are exhibited 
in bold. 

# of hidden 
layers 

# of neurons/ 
layer 

MAE RMSE R 2 

1 3 0.101 m 0.130 m 0.962 
1 4 0.103 m 0.132 m 0.961 
1 5 0.103 m 0.130 m 0.963 
1 10 0.104 m 0.133 m 0.961 
2 3 0.099 m 0.128 m 0.963 

2 4 0.101 m 0.130 m 0.963 
2 5 0.102 m 0.129 m 0.963 
2 10 0.107 m 0.135 m 0.959 
3 3 0.100 m 0.129 m 0.963 
3 4 0.101 m 0.129 m 0.963 
3 5 0.100 m 0.127 m 0.964 

3 10 0.105 m 0.135 m 0.960 
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he final evaluation of the model selected. To meet these 
equirements, input datasets were first divided into train- 
ng and validation in the ratio 40:30%, thus setting aside 
he final 30% of dataset. After the training of the 15 models 
onsidered ( Table 1 ), the validation dataset was exploited 
o select the best algorithms in multiple regression meth- 
ds and MLP. The selected models were then re-trained and 
ested in the ratio 70:30% of the total dataset and finally 
valuated with respect to inundation forecasting in the city 
f Landerneau. Such a data partitioning guarantees an eval- 
ation of the prediction capabilities of machine learning al- 
orithms on a new dataset (the final 30% not initially ex- 
loited) independent of training data. Performances of the 
ifferent algorithms were finally evaluated with a series of 
tatistical and scoring metrics including the Mean Absolute 
rror (MAE), the Root-Mean Squared Error (RMSE) and the 
oefficient of determination R 2 between observations and 
redictions. 

. Results and discussion 

.1. Model validation and selection 

.1.1. MLR and MPR 

he three multiple regression methods were first trained 
nd validated in the ratio 40:30% of the total dataset, thus 
etting aside the final 30% of available data between 02 
arch 2017 and 25 June 2020 (which were exploited for the 
nal testing of models selected in Section 3.2 ). Over this ini- 
ial validation dataset, these three algorithms improved the 
redictions of peak water levels reached during high tides 
n Landerneau in comparison to the exploitation of down- 
tream observations in Brest ( Table 3 ). Thus, MAE and RMSE 
rom multiple regression methods were nearly halved com- 
ared to scoring from Brest observations. The associated co- 
fficient of determination R 2 reached values over 0.96 for 
LR and MPR whereas it was restricted to 0.90 for Brest ob- 
ervations. Indeed, in spite of a high correlation with the 
volution of the tide in Landerneau, downstream observa- 
ions did not include the deformation and amplification of 
he tide and coastal surge along the Elorn estuary. As ex- 
ibited by Wang et al., 2019 , these downstream observa- 
ions were found to underestimate peak sea levels upstream 

 Figures 7 and 8 ). 
538 
As Brest observations were considered for the setup and 
alidation of tidal harmonic database and large-scale tide- 
urge models, we may expect increased differences by rely- 
ng on these benchmarch predictions for the approach of 
eak sea levels in Landerneau. Multiple regression meth- 
ds represent therefore an interesting alternative to the 
xploitation of these downstream predictions. Weak differ- 
nces were furthermore obtained between the three multi- 
le regression algorithms. Increasing the degree of the poly- 
omial regression function was found to reduce the quality 
f predictions, and nearly similar results were obtained be- 
ween the MLR and MPR (with a degree of 2 for the polyno-
ial regression function). 

.1.2. MLP 

esults from MLP considered appeared in fairly good agree- 
ent with the validation dataset, thus confirming the 
erformance of ANN for such multi-variable application 
 Table 4 ). MLP scoring was comparable to values obtained 
rom multiple regression methods and provided also im- 
roved estimations of peak sea levels in the upstream Elorn 
stuary in comparison with the exploitation of Brest obser- 
ations, downstream. Whereas very weak differences were 
btained between the twelve MLP tested, slightly better 
erformances were identified for the two configurations of 
i) two hidden layers and three neurons/layer and (ii) three 
idden layers and five neurons/layer. This confirmed that 
LP may also provide good estimates with a limited num- 
er of hidden layers and inter-connections between percep- 
rons ( Messikh et al., 2017 ). Indeed, as exhibited by Lee and
eng (2002) for the predictions of tidal sea level around Tai- 
an, more hidden layers increase the complexity of neural 
etworks and may result in substantial errors and uncertain- 
ies in predictions of tidal sea level. 

.1.3. Final selection 

owever, as trained multiple regression methods and MLP 
rovided similar results, it was very difficult to refine the 
election. For this reason, we retained the regression meth- 
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Figure 7 Time series of free-surface elevation observed in Landerneau with observations in Brest and predictions in Landerneau 
(from MPR with deg = 2) of maxima reached during high tides during spring tidal conditions. These comparisons were shown over the 
initial validation dataset. 

Figure 8 Correlation, over the initial validation dataset, be- 
tween maxima observed and predicted (from MPR with deg = 2) 
during high tides in the city of Landerneau (green circles). Cor- 
relation between maxima observed in the city of Landerneau 
and observed in Brest harbour (blue triangles). 
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ds and the MLP that resulted in the best scoring: (i) the 
PR with a polynomial regression function of degree two 
nd (ii) the MLP with three hidden layers and five percep- 
rons/layer. These two machine learning algorithms were 
herefore considered for the model testing and the ap- 
roach of inundation events in the city of Landerneau. 

.2. Model testing 

s described in Section 2.3.3 , the two models selected 
ere re-trained and tested in the ratio 70:30% of the total 
ataset. Thus, the tested dataset (30% of the total dataset) 
as considered for the first time for the evaluation of se- 
ected machine learning algorithms. Confirming previous es- 
imations ( Section 3.1 ), weak differences were obtained be- 
ween the MPR and MLP models retained ( Table 5 ). These 
eak differences were consistent with results obtained by 
sma et al. (2012) for the predictions of the significant wave 
eight with MLR and MLP. Slightly better estimations were 
539 
owever obtained in relation to an increased number of in- 
ut variables for the training of the two algorithms (70% 

f the total dataset here against 40% for the initial models 
election). Thus, both algorithms reproduced the temporal 
ariations of sea levels maxima during high tides at both 
emi-diurnal and spring-neap time scales ( Figure 9 ). 
The capability of both models to approach inundation 

vents in the city of Landerneau was investigated by set- 
ing up a threshold value for river overflow. This value was 
etermined by relying on observations of dock elevations 
n both sides of the Elorn river both upstream and down- 
tream the “Pont de Rohan” and the threshold of 4.08 m 

as retained ( Figure 10 ). This corresponds to the dock el- 
vations downstream the “Pont de Rohan”. This value may 
eem a bit weak in comparison with the value of 4.35 m re-
ained by city services, thus resulting in an overestimation 
f impacting inundation events. Indeed, a sea level close to 
his critical value will have reduced effects whereas a sea 
evel greatly exceeding this value will result in important 
nundation events. However, retaining such a weak value 
akes it easier to characterise highest sea levels as inun- 
ation events. Thus, by adopting the limit of 4.08 m, both 
odels were able to identify sea level observations exceed- 

ng 4.35 m as inundation events, mainly as differences be- 
ween predictions and observations remained below 0.11 
 ( Figure 11 ). Increased differences were, however, ob- 
ained for sea levels over 4.08 m. Thus, both machine learn- 
ng algorithms were found to underestimate the sea levels 
eached during these events which resulted in a character- 
sation of around 72% of observed inundations (over a to- 
al of 32 events that exceeded the value 4.08 m for the 
ested dataset). These percentages decreased to 69.7% by 
ncluding cases where machine learning models predicted 
alues over 4.08 m whereas observed values remained be- 
ow this limit ( Table 5 ). Such tendency to under-predict at 
he upper end of sea level was also obtained by French et al.
2017) for the estimation of coastal surge inundation at es- 
uarine harbours in the United-Kingdom. Thus, differences 
btained here for the total water depth may be explained by 
n tendency to under-predict highest storm surges in the up- 
er part of the Elorn estuary. Nevertheless, in spite of these 
ifferences, these machine learning models allowed a big 
tep towards the approach of inundation events in the city 
f Landerneau, especially if compared with the exploitation 
f downstream observations which resulted in a characteri- 
ation of only 37.5% of these events ( Table 5 ). 
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Table 5 Scoring for the evaluation of peak sea levels during high tides in the city of Landerneau for the tested dataset 
obtained from training and testing in the ratio 70:30% of the total dataset. 

Model/method MAE RMSE R 2 # of inundation events captured 

Brest observations 0.208 m 0.221 m 0.903 37.5% 
MPR (deg = 2) 0.094 m 0.118 m 0.972 69.7% 
MLP (3 hidden layers and 5 neurons/layer) 0.095 m 0.123 m 0.970 69.7% 

Figure 9 Time series of free-surface elevation observed in Landerneau with observations in Brest and predictions in Landerneau 
(from MPR with deg = 2) of maxima reached during high tides during a spring-neap tidal cycle. Predictions from MPR result from the 
new partition of trained and tested dataset in the ratio 70:30% and are shown for tested dataset only. 

Figure 10 Dock elevations (shown with respect to the french 
IGN reference) on both sides of the Elorn estuary both upstream 

and downstream the “Pont de Rohan” in the city of Landerneau. 
The location of the instrumentation system is shown with a tri- 
angle. 
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.3. Sensitivity analysis 

n a view of exploiting these advanced machine learning al- 
orithms, further insights were provided about the sensi- 
ivity of predictions to input variables. Our analysis relied 
n the MPR with a polynomial regression function of degree 
wo over the re-trained and tested ratios 70:30% of the to- 
al dataset. The resulting models showed naturally different 
valuations of sea levels maxima in the city of Landerneau 
 Table 6 ). The inclusions of upstream river discharges and 
ind were found to have weak effects on predictions. How- 
ver, increased differences were obtained by including the 
tmospheric pressure. Indeed, the tidal coefficient was the 
nput variable with the strongest correlation with sea level 
ariations in Landerneau, thus modulating maxima sea lev- 
ls with respect to tidal range. Nevertheless, its solely in- 
540 
lusion was found to increase the trend of predictions to 
verestimate observations, thus reducing the performance 
f this model for the approach of inundation events as ex- 
ibited by associated scoring ( Table 6 and Figure 12 ). The in-
lusion of both tidal coefficients and atmospheric pressure 
estricted this tendency resulting in nearly similar scoring 
or MAE, RMSE and R 2 as those obtained for the complete 
nclusion of the four input variables. It led furthermore to 
 better approach of inundation events. Such improved pre- 
ictions may be explained by the importance of atmospheric 
ressure on coastal surge which added to the tidal level. 
hus, with the inclusion of these two variables, different 
eak elevations may be reached for the same tidal coeffi- 
ient. These results exhibited furthermore the reduced ef- 
ects of wind and upstream river flow on sea levels varia- 
ions at the measurement location considered in the city of 
anderneau. Inundation events appeared therefore as a re- 
ult of marine submersion rather than the combination of 
arine submersion and river flood. 
This sensitivity study exhibited also the practicality of 

hese machine learning algorithms liable to provide a re- 
ned estimation of inundation events in an upstream tidal 
stuary with a limited number of input variables. Thus, un- 
ike numerical physical models, the bathymetry was not re- 
uired to approach maximum water levels in the upper part 
f the Elorn estuary. Furthermore, with an exception for up- 
tream river discharges that derived from observations, all 
ther input variables were extracted from database repos- 
tory derived from large-scale meteorological models. It is 
herefore possible to approach inundation events in this lo- 
al environment by relying on input data at coarse spatial 
esolutions, and this may be applied to forecast applications 
ased on large-scale climate database. Thus, this method 
ay be considered in broader locations to approach future 

nundation events by exploiting climate forecast and tidal- 
ange predictions. However, as exhibited before, water lev- 
ls in the upper part of the estuary is influenced by a se-
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Figure 11 Correlation between maxima observed and predicted — from (top) MPR with deg = 2 and (bottom) MLP with 3 hidden 
layers and 5 neurons per layer — during high tides in the city of Landerneau (green circles). Correlation between maxima observed 
in Landerneau and in Brest harbour are shown with blue triangles. These different values were shown for the new tested dataset 
corresponding to the final 30% of observations over the period 02-03-2017/25-06-2020. Two areas were coloured with respect to 
the approach of inundation events (here shown for a critical value of 4.08 m): (i) Green areas where predictions inform about 
inundations and (ii) red areas where inundations are not captured by machine learning models. 

Table 6 Scoring for the evaluation of peak sea levels during high tides in the city of Landerneau for the MPR with a polynomial 
regression function of degree two and the ratio 70:30% of the total dataset for training and testing. 

Input variables MAE RMSE R 2 # of inundation events captured 

C tide , P atmos , Wind proj , River flow 0.094 m 0.118 m 0.972 69.7% 
C tide , P atmos , Wind proj 0.095 m 0.119 m 0.972 69.7% 
C tide , River flow 0.148 m 0.183 m 0.933 65.0% 
C tide , Wind proj 0.145 m 0.181 m 0.935 63.1% 
C tide , P atmos 0.099 m 0.129 m 0.967 75.7% 
C tide 0.157 m 0.200 m 0.920 65.0% 

541 
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Figure 12 Correlation between observed and predicted maxima during high tides in the city of Landerneau from MPR with deg = 2 
for (a) C tide and P atmos and (b) C tide as input variables. Correlation between maxima observed in Landerneau and in Brest harbour 
are shown with blue triangles. These different values were shown for the new tested dataset corresponding to the final 30% of 
observations over the period 02-03-2017/25-06-2020. 
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ies of hydrodynamic and hydrological forcings and associ- 
ted physical processes which interact over a wide range of 
patio-temporal time scales. Trained algorithms may there- 
ore show increased uncertainties if these processes are 
ot initially captured by past observations. Moreover, we 
ay expect future change to these physical processes. This 
learly restricts the exploitation of machine learning algo- 
ithms for forecasting future inundation events, especially 
ver a long time horizon. These algorithms may therefore 
ain in confidence by exploiting an extensive period of ob- 
ervations (able to capture a wide range of forcings and 
hysical processes) with forecast applications restricted to 
 limited time horizon. 

. Conclusion 

he capability of state-of-the-art machine learning algo- 
ithms was assessed for the predictions of sea levels maxima 
uring high tides in the upper part of a tidal estuary of west- 
rn Brittany (France). The application was dedicated to the 
lorn river in the bay of Brest and the city of Landerneau. 
uch investigation is of high interest for city services which 
ust face frequent river overflows and inundations during 
igh tides. The attention was dedicated to (i) multiple re- 
ression methods based on linear and polynomial regression 
unctions, and (ii) an artificial neural network, the multi- 
ayer perceptron. A series of four input variables was con- 
idered for these algorithms, thus integrating the French 
idal coefficient, the atmospheric pressure, the wind veloc- 
ty and the upstream river discharge. A calibration study was 
onducted to investigate the performance of the different 
odels with respect to a series of hyperparameters includ- 

ng among others, for ANN, the number of hidden layers and 
eurons per layer. Particular attention was finally dedicated 
o the evaluation of river overflows and inundations, identi- 
542 
ed for maximum sea levels above a given threshold value. 
he main outcomes of the present investigation are as fol- 
ows: 

. Results obtained exhibited the improved approach of 
maxima sea levels variations at both diurnal and spring- 
neap time scales in the upper part of the estuary, thus in- 
tegrating the deformation of tide along its propagation, 
and the global and local meteorological effects. Benefits 
of such an approach were particularly noticeable when 
compared to the exploitation of downstream available 
data (such as observations or offshore predictions). 

. Whereas reduced differences were obtained between the 
different machine learning models and parametrisations 
considered, slightly better estimates were predicted for 
the multiple polynomial regression (with a regression 
function of degree two) and the multilayer perceptron 
with three hidden layers and five neurons per layer. 

. Models were furthermore found to slightly underestimate 
highest sea levels. This tendency impacted the charac- 
terisation of inundation events, especially for maxima 
sea levels close to the threshold value retained for river 
outflows in the city of Landerneau. 

. A sensitivity study to input variables exhibited the im- 
portance of the atmospheric pressure on models perfor- 
mances. Thus, the inclusion of tidal coefficient and at- 
mospheric pressure showed reduced differences in com- 
parison to the integration of the four input variables (in- 
cluding the wind velocity and upstream river discharge). 
It even resulted in an improved approach of inundation 
events in the city of Landerneau. Such a result exhib- 
ited furthermore the reduced effects of wind and river 
flows on sea level variations and inundation at the loca- 
tion considered in the city. 

. The practicability of these different algorithms was fi- 
nally exhibited. Thus, it was possible to approach, with 
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reduced uncertainties, sea levels variations in the up- 
per part of the estuary by relying on input variables ex- 
tracted from large-scale database repository. And this re- 
sult promotes the application of these advanced methods 
to forecast inundation in such environments by exploiting 
short-term weather predictions. 

The evolution of sea levels in the upper part of a tidal 
stuary may therefore be approached with basic multiple 
egression methods and artificial neural networks which ex- 
loit the complex relationships and/or connections between 
 series of variables without any further hypothesis. Thus, 
hese algorithms were able to integrate, from long-term ob- 
ervations, a series of non-linear phenomenon including the 
eformation of the tide along its propagation in the estuary 
r the local interaction with urban docks, and this with a 
educed computational effort. These results were obtained 
y exploiting a three-year long time series of observations, 
nd we may expect further results with a longer time pe- 
iod derived from this instrumentation system. This investi- 
ation may also be complemented by exploiting predictions 
f a refined hydrodynamic model of tidal and coastal surge 
ropagation in the Elorn estuary and the city of Landerneau. 
ndeed, machine learning algorithms make it difficult to en- 
ompass the physical mechanisms involved in the evolution 
f upstream sea levels. Thus, beyond a simple analysis of 
dvantages/drawbacks for sea levels predictions, numeri- 
al modelling will provide further insights about the global 
nd local processes controlling the inundation in the city of 
anderneau of great interest for remedy solutions. Such in- 
estigation may also be continued by implementing a hybrid 
pproach forcing the numerical model with predictions from 

achine learning algorithms. 
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